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Abstract

In this thesis, phase transitions in superconducting metals and ultra-cold atomic

gases (Bose-Einstein condensates) are studied. Both systems are examples of

quantum condensed matter, where quantum effects operate on a macroscopic

level. Their main characteristics are the condensation of a macroscopic number

of particles into the same quantum state and their ability to sustain a particle

current at a constant velocity without any driving force. Pushing these materials

to extreme conditions, such as reducing their dimensionality or enhancing the

interactions between the particles, thermal and quantum fluctuations start to

play a crucial role and entail a rich phase diagram. It is the subject of this thesis

to study some of the most intriguing phase transitions in these systems.

Reducing the dimensionality of a superconductor one finds that fluctuations

and disorder strongly influence the superconducting transition temperature and

eventually drive a superconductor to insulator quantum phase transition. In

one-dimensional wires, the fluctuations of Cooper pairs appearing below the

mean-field critical temperature Tc0 define a finite resistance via the nucleation

of thermally activated phase slips, removing the finite temperature phase tran-

sition. Superconductivity possibly survives only at zero temperature. The focus

then is shifted on the quantum nucleation of phase slips which may trigger a

superconductor to insulator transition. The transition present in infinite wires

disappears in realistic wires of finite length. Here, we analyze the bosonic Cooper

pair fluctuations in such realistic wires which are naturally coupled to their envi-

ronment through the boundaries. We find, that the coupling to the environment

provides the resurrection of a transition in the environmental parameters. The

insulating state is characterized via the opening of an excitation gap. We discuss

the phase diagram with different regimes exhibiting insulating and strong/weak

superconducting behavior and identify distinctive features in the current-voltage

characteristic pointing to these phases.

Strong quantum fluctuations are present in atomic gases confined to one di-

mension as well. The absence of an environment allowing for dissipative processes

modifies the phase diagram. Probing the superfluid response in an atomic gas,

we find that the perturbation itself acts as nucleation point for quantum phase
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iv ABSTRACT

slips. We study the response in two geometries: while in a ring the quantum

nucleation of phase slips is quenched, they proliferate in a finite tube with Bloch

oscillations appearing at low driving velocities.

In a recent experiment, it has been shown that subjecting a Bose-Einstein

condensate to an optical lattice allows to increase the effect of interactions and

drive the system through a superfluid to Mott insulator transition. Here, we

study this transition in one dimension. In this geometry, the strongly interacting

limit with large phase fluctuations is achieved by either increasing the strength

of the optical lattice or by increasing the transverse confinement. We map the

problem in the weak- and strong confinement limit to two classical problems,

the Bose-Hubbard model and the sine-Gordon model, respectively. Using this

mapping we derive the complete phase diagram. The superfluid to Mott insulator

transition is closely related to the superconductor to insulator transition in long

superconducting wires. In both systems, the insulating phase is characterized by

the opening of an excitation gap and the disappearance of phase coherence.

The recent progress in sympathetic cooling of bosons and fermions allows

for the realization of degenerate Fermi gases. These Bose-Fermi mixtures repre-

sent a highly tunable laboratory system allowing for the realization of complex

quantum phases. Subjecting such a two-dimensional Bose-Fermi mixture to an

optical lattice, we demonstrate the emergence of a supersolid phase within the

weak coupling description. A supersolid combines the main characteristics of su-

perfluids, the presence of a condensate and superfluid stiffness, with crystalline

order usually present in solids. Within this system the supersolid phase appears

via a fermionic density wave instability, which in turn imprints a bosonic density

modulation. We study the phase diagram in the weak coupling limit, where the

supersolid instability competes with an instability towards phase separation.

The continuing miniaturization of devices has reached system sizes of ten

nanometers, where quantum effects start to play a crucial role. The phase tran-

sitions studied in this dissertation provide fundamental insight into the behavior

of quantum condensed matter under such extreme conditions. The deeper un-

derstanding gained in these model systems is important for the development of

future technologies and further progress in miniaturization.



Kurzfassung

In der vorliegenden Dissertation werden Phasenübergänge in supraleitenden Me-

tallen und in ultrakalten atomaren Gasen (Bose-Einstein Kondensate) untersucht.

Beide Systeme sind Beispiele quantenkondensierter Materie, in der Quanten-

effekte auf einem makroskopischen Niveau erscheinen. Ihre herausragendsten

Eigenschaften sind die Kondensation einer makroskopischen Anzahl von Teilchen

in denselben Quantenzustand und die Fähigkeit zum Transport eines verlustfreien

Teilchenstromes. Setzt man diese Materialien extremen Bedingungen aus, wie

zum Beispiel einer dimensionellen Reduktion oder einer starken Wechselwirkung

zwischen den Teilchen, so spielen thermische und quantenmechanische Fluktua-

tionen eine wichtige Rolle und bringen ein reichhaltiges Phasendiagramm hervor.

In dieser Dissertation werden ausgewählte Phasenübergänge in diesen Systemen

untersucht.

In niedrigdimensionalen Supraleitern unterdrücken Fluktuationen und Un-

ordnung die kritische Temperatur des Supraleiters und können gar einen Phasen-

übergang zwischen dem Supraleiter und einem Isolator hervorrufen. Die starken

Fluktuationen von Cooperpaaren, welche unterhalb der Paarungstemperatur Tc0

erscheinen, führen via Nukleation von thermischen Phasensprüngen zu einem

endlichen Widerstand in eindimensionalen Drähten. Der thermodynamische Pha-

senübergang bei endlichen Temperaturen verschwindet und Supraleitung kann

nur noch beim absoluten Nullpunkt überleben. Das Interesse richtet sich dann auf

die Nukleation von quantenmechanischen Phasensprüngen, welche einen Phasen-

übergang vom Supraleiter zum Isolator treiben können. Die Fluktuationen der

bosonischen Cooperpaare in realistischen Drähten mit endlicher Länge koppeln

mit der Umgebung. Der Übergang, welcher in unendlich langen Drähten vorhan-

den ist, verschwindet in endlichen Drähten. Andererseits erzeugt die Kopplung

des Drahtes mit der Umgebung einen neuen Phasenübergang im Umgebungspa-

rameter. Der isolierende Grundzustand ist durch eine Energielücke im Anre-

gungspektrum ausgezeichnet. In der vorliegenden Arbeit untersuchen wir das

Phasendiagramm und beschreiben die Strom-Spannungscharakteristik der einzel-

nen Phasen.

Ein ähnlicher Vorgang ist in eindimensionalen Bose-Einstein Kondensaten

zubeobachten. Da keine dämpfenden Prozesse durch die Umgebung vorhanden
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sind, wird das Phasendiagramm verändert. Die Untersuchung der superfluiden

Antwort verlangt eine Störung im Medium, welche selber als Nukleationskeim

quantenmechanischer Phasensprünge wirkt. Wir untersuchen zwei Geometrien

mit endlicher Länge: in einem Ring ist die quantenmechanische Nukleation von

Phasensprüngen verboten was eine superfluide Antwort hervorruft, während Pha-

sensprünge in einem Tubus von endlicher Länge massenweise entstehen und eine

nicht-superfluide Antwort bei kleinen Treibergeschwindigkeiten verursachen.

In einem kürzlich durchgeführten Experiment in atomaren Gasen, wurde ein

Phasenübergang von einem Superfluidum zum Mottisolator beobachtet. Dieser

Übergang ist getrieben durch die Präsenz eines optischen Gitters, welches es er-

laubt den Einfluss von Wechselwirkungen zu verstärken. In dieser Arbeit wird

dieser Übergang in eindimensionalen Systemen untersucht. Der stark wechsel-

wirkende Grenzfall mit ausgeprägten quantenmechanischen Fluktuationen wird

entweder durch ein starkes optisches Gitterpotential oder durch extremes Einsper-

ren in einer Dimension erreicht. Dieser Übergang kann durch die Abbildung auf

zwei klassische Modelle, das Bose-Hubbard Modell und das Sine-Gordon Modell

beschrieben werden. Der Übergang ist eng verbunden mit dem Übergang vom

Supraleiter zum Isolator in metallischen Systemen.

Der kürzlich erzielte Fortschritt beim Kühlen von Bose-Fermi Mischungen er-

möglicht das Erreichen der fermionischen Quantenentartung. Diese Systeme von

Bose-Fermi Mischungen erlauben die Analyse von komplexen Quantenphasen.

In dieser Arbeit wird das Erscheinen eines Superkristalles in zweidimensionalen

Bose-Fermi Mischungen unter dem Einfluss eines optischen Gitters demonstriert.

Ein Superkristall kombiniert die superfluide Antwort mit der kristallinen Struktur

eines Festkörpers. Der Superkristall entsteht durch eine Dichtewelleninstabilität

der Fermionen, welche auch eine Dichtemodulation der Bosonen nach sich zieht.

Wir untersuchen das Phasendiagramm im Grenzfall schwacher Wechselwirkung

und analysieren das kompetitive Verhalten zwischen der Superkristallinstabilität

und der Phasenseparation.

Elektronische Schaltkreise haben dank fortschreitender Miniaturisierung Grö-

ssen im Nanometerbereich erreicht wo Quanteneffekte ein wichtige Rolle spielen.

Die Phasenübergänge, die in dieser Dissertation untersucht werden, ermöglichen

eine tiefere Einsicht in das Verhalten von quantenkondensierter Materie unter

solch extremen Bedingungen. Das in diesen Systemen gewonnene Wissen ermög-

licht die Entwickelung von neuen Bauteilen und weitere Fortschritte in der Minia-

turisierung technologisch relevanter Systeme.
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Chapter 1

Introduction

The discovery of superconductivity by Kamerlingh Onnes in 1911 marks a mile-

stone in condensed matter physics. He observed that the resistance of various

metals vanishes below a material-dependent critical temperature Tc. This perfect

conductivity represents the most intriguing property of superconducting materi-

als and is the prerequisite for most of the current applications. A deeper under-

standing of superconductivity was provided by the microscopic theory developed

by Bardeen, Cooper, and Schrieffer [1] (BCS-theory) in 1957 and later on, the

derivation of the Ginzburg-Landau theory by Gor’kov [2] in 1959. Their theories

show, that superconductivity represents a remarkable example of a phenomenon

where quantum effects operate on a truly macroscopic scale. The main charac-

teristic of superconductivity, the ability to sustain particle currents at a constant

velocity for long periods of time without any driving force, involves the flow of

a macroscopic number of particles all condensed into the same quantum state.

This condensation appears via the pairing of electrons with opposite momenta

and spin into Cooper pairs, and is an example for quantum condensed matter.

Beside the discovery of superconductivity, other examples of quantum condensed

matter systems have been discovered, such as superfluid 4He (see Ref. [3]) and

the Bose-Einstein condensation of atomic gases [4, 5]. In the following, we will

first focus on superconducting systems and discuss superfluid systems and Bose-

Einstein condensation later.

The special behavior of quantum condensed matter originates from the ap-

pearance of off-diagonal long-range order [6] breaking the U(1) gauge symmetry

of the system. This long-range order is often described by a complex order pa-

rameter ψ = |ψ| exp(i φ) with |ψ|2 accounting for the condensate density and the

1
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phase φ describing the U(1) symmetry breaking. Within superconductivity, the

order parameter ψ naturally appears in the phenomenological Ginzburg-Landau

theory and describes the behavior of the superconducting electrons. This mean-

field theory was extremely successful in explaining many fundamental properties

of superconductivity and providing a microscopic foundation of the Ginzburg-

Landau theory.

Pushing superconducting materials to extreme conditions, e.g., via reducing

their dimension or introducing strong disorder, fluctuations start to play a crucial

role and lead to substantial modifications of the mean-field predictions. As a con-

sequence, the distinction between the mean-field critical temperature Tc0 where

the formation of Cooper pairs takes place, and the superconducting transition

temperature Tc where long-range order is established, becomes crucial for the de-

scription of superconductors. Thin superconducting films undergo a Kosterlitz-

Thouless transition at TKT < Tc0 [7, 8]. At temperatures TKT < T < Tc0, thermal

fluctuations of the order parameter produce free vortices which suppress long-

range order. Such vortices are topological excitations where the local supercon-

ducting order parameter drops to zero at the center of the vortex core, while

the phase exhibits a finite winding around the core region. These vortices move

under the influence of a transport current and cause a finite flux-flow resistance.

In turn, below TKT, topological excitations are bound in vortex-antivortex pairs

and quasi long-range order is established; this quasi long-range order is sufficient

to provide a superconducting response in the system.

Going over to one-dimensional systems such as thin wires, the situation be-

comes even more dramatic as the influence of fluctuations is further increased.

The thermal nucleation of phase slips removes the finite temperature transition

[9, 10, 11, 12] and superconductivity may only survive at zero temperature. How-

ever, the resistance decreases exponentially and in real experiments performed on

wires with finite length, the time scale for a single phase slip nucleation easily ex-

ceeds the experimental time scale. Therefore, such wires behave superconducting

at low temperatures.

With further decreasing width of the superconducting wires, the focus is on

the observation of phase slips driven by quantum fluctuations [13] and on the

possible appearance of a zero temperature quantum phase transition [14]. Such

quantum phase slips have been previously predicted to appear in superconduct-

ing Josephson junctions [15, 16, 17, 18, 19] and have been observed in a series

of experiments [20, 21, 22]. The general behavior of quantum phase slips in
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EJ cos(  )ϕ

EJ EC>>

ϕ

E

EJ cos(  )ϕ

EJ EC<<E

ϕ

Figure 1.1: Classical versus quantum mechanical state of a Josephson junction.

Left: The classical state is characterized by a localized phase within a minima of

the periodic potential, which establishes a superconducting response. Right: The

quantum ground state exhibits a delocalized phase associated with the opening

of an energy band. Two process allow to drive the quantum mechanical ground

state into the classic limit: First, for small charging energy EC � EJ the time

scale associated with coherent hopping exceeds the observation time. Second,

dissipative processes in the environment provide decoherence and localize the

phase within a minima of the potential.

Josephson junctions derives from the Hamiltonian describing two weakly coupled

superconducting islands

H = 4EC

(
Q

h̄

)2

− EJ cosϕ, (1.1)

Here, ϕ is the phase difference across the Josephson junction and the Q conjugate

variable, while EJ denotes the Josephson coupling energy and EC = e2/2C is the

charging energy with C the capacitance of the junction. For a classical system

with Q = h̄2∂tϕ/8EC , the ground state is phase coherent with ϕ = 2πn (n ∈ Z)

and describes a superconducting state, see Fig. 1.1. In turn, allowing for quantum

mechanical fluctuations [ϕ,Q] = ih̄, the phase ϕ delocalizes and it is the charge

Q on each superconducting island which becomes the appropriate sharp observ-

able. As a consequence, the system develops a Coulomb gap at low drives. From

this quantum mechanical ground state, the superconducting behavior can be re-

covered by two processes: First, for large capacitance EC � EJ , the hopping

between different minima decreases exponentially ∼ √
EJEC exp(−

√
8EJ/EC)

[19], and the time scale for the quantum nucleation of phase slips exceeds the

observation time. As a consequence, quantum phenomena are expected to be
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observed only in small-capacitance Josephson junctions. Second, even in small-

capacitance Josephson junctions, the coupling of the superconducting island to

the environment introduces dissipative processes providing decoherence. For a

current-biased device, the most important model environment involves a paral-

lel shunt resistance R, which can be accounted for by an ohmic bath within a

Caldeira-Leggett-type description [17]. The coupling to the environment entails

a quantum phase transition at R = RQ [23, 24] (RQ = πh̄/2e2 denotes the quan-

tum resistance). For weak dissipation R > RQ, the environment introduces only

weak decoherence and the ground state is closely linked to the ground state in

the quantum mechanical limit with a delocalized phase. In contrast, for strong

dissipation R < RQ the strong decoherence effects localize the phase within a

minimum of the potential and push the system into the classical limit with a

superconducting ground state at zero temperature. However, at finite drives the

quantum fluctuations still provide modifications in the current-voltage character-

istic as compared to its classical counterpart with small charging energies. These

effects are generally known as quantum nucleation of phase slips and have been

observed by Devoret et al. [21]. Furthermore, direct evidence for the quantum

phase transition in a resistively shunted Josephson junction has been found re-

cently [25, 26].

The observed destruction of phase coherence in small-capacitance Josephson

junctions stimulated an extensive study of quantum effects in ultra-thin super-

conducting wires. It was first pointed out by Mooij et al. [27] that quantum

nucleation of phase slips could play an important role in thin wires. Apply-

ing instanton methods on a phenomenological time-dependent Ginzburg-Landau

equation, Saito and Murayama [28, 29] derived a first estimate for the quantum

nucleation rate. Later on, Duan [30] emphasized the relevance of the electro-

magnetic fields surrounding the superconducting wires. An appropriate descrip-

tion of the superconducting wire taking these effects into account is provided by

the effective action theory developed in Ref. [31]. Within this description, the

plasma mode acquires a linear spectrum [32, 33] and dominates the dynamics of

quantum phase slips [34, 14, 35]. In long wires it was predicted, that the system

undergoes a quantum phase transition from a superconducting to an insulating

state [14]. Introducing the admittance µ, a parameter characterizing the wire’s

geometry and electronic structure, the transition takes place at µ = 2. For µ > 2,

the wire is superconducting at zero temperature, while at finite temperatures the

quantum nucleation of phase slips provides corrections in the current-voltage
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characteristic. In contrast, for µ < 2 the nucleation of phase slips proliferates,

and currents across the wire are blocked by the opening of an excitation gap.

First attempts to observe the quantum phase slips [13] are still debated due to

the granular structure of the wires. It has been argued, that the long resistance

tails observed at low temperatures were not due to quantum nucleation of phase

slips, but rather due to weak links in the wire [30, 36]. In turn, the deviations

from the theory for thermal activated phase slips observed on amorphous Pb wires

[37] have been interpreted as the consequence of enhanced charge fluctuations.

The conclusion that these enhanced charge fluctuations represent a precursor of

quantum phase slips, has been hotly debated [38, 14, 39]. Later, experiments

on ultrathin wires carried the signature of a superconductor to insulator quan-

tum phase transition [40, 41]. However, the wires used in the experiment are

relatively short, which rules out an interpretation in terms of a quantum phase

transition predicted in infinite wires [42]. So far, studies of phase slips in finite

systems involve a ring geometry where the finite length is introduced via periodic

boundary conditions [34, 35], a setup not realized in experimental situations. An

understanding of the behavior of quantum phase slips in short system requires to

study the influence of the environment on the transport properties of the wire;

this analysis is the central topic of Chapter 2.

In addition, the ultrathin wires used in experiments exhibit a high normal

resistance indicating that the disorder-induced suppression of superconductivity

also plays an important role. A comparison with the situation in thin films shows

that disorder decreases the superconducting transition temperature giving way to

a superconductor to insulator phase transition [43]. Starting from a microscopic

description, the disorder decreases the screening properties of the electrons, which

in turn increases the effectiveness of Coulomb interaction and reduces the attrac-

tion between the electrons [44, 45, 46]. As a consequence, the mean-field critical

temperature decreases and may give way to a superconductor to insulator quan-

tum phase transition in amorphous superconductors. In a different, approach

disordered bosons in two dimensions are studied and a superconductor to insu-

lator transition is predicted as well [47, 48]. These results are expected to apply

for granular materials [49]. It was pointed out by Oreg and Finkel’stein [50]

that a disorder-induced reduction of the mean-field critical temperature plays a

crucial role in amorphus ultrathin wires. Recent calculations for the shift in the

critical temperature [51, 52] provide a qualitative agreement with experiments on

amorphous wires [36]. However, the consistent interpretation of the experimental
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results found by Bezryadin et al. [40] remains an open problem. The complete

understanding of the behavior of thin superconducting wires requires a theory

combining the influence of disorder and quantum nucleation of phase slips in fi-

nite systems. With this motivation for future research, we finish the discourse on

superconductivity and focus on a different kind of quantum condensed matter.

Following the study of superconductivity in thin finite wires, we turn to a

different example of quantum condensed matter which has been studied in great

detail: the superfluid flow in bosonic quantum liquids. Historically, the explo-

ration of superfluids starts with the prediction of a Bose-Einstein condensate for

noninteracting bosonic particles at low temperatures, a phenomenon that has

attracted physicist’s attraction over the last century [53, 54]. The Bose-Einstein

condensation appears via a macroscopic occupation of the system’s eigenstate

with lowest energy. The appearance of such a quantum degeneracy in a bosonic

atomic gas requires that the de Broglie wavelength λdb = h̄/
√

2mkBT becomes

comparable to the averaged interparticle distance. Below a critical temperature

Tc, the formation of a condensate with density n0 takes place. This condensate

density is a thermodynamic quantity characterizing the off-diagonal-long-range

order in the system [6]. The first experimental observation of a condensate was

achieved in the superfluid phase of liquid 4He. In 4He interactions play a dom-

inant role and the experimentally observed condensate involves about 10% of

the particle density, see Ref. [3] for a review. In analogy to superconductivity,

this formation of a condensate provides the ability to sustain particle currents

at a constant velocity for long periods of time without any driving force; a phe-

nomenon denoted as superfluidity.

A major recent breakthrough is the realization of Bose-Einstein condensa-

tion in weakly interacting alkali gases [4, 5]. This success was preceded by the

development of advanced cooling techniques for neutral bosonic atoms, such as

laser cooling and evaporative cooling, allowing to reach temperatures in the nK

range. The neutral bosonic atomic gases are trapped by magnetic or optical

dipole traps providing a harmonic potential and allowing for evaporative cooling.

This confinement has important consequences on the transition temperature: For

a noninteracting system, the critical temperature for Bose-Einstein condensation
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is determined by the constraint of a fixed particle number

N =
∑

k

1

exp[ε(k)/kBTBE] − 1
(1.2)

with ε(k) the dispersion relation. In the thermodynamic limit, the dispersion

relation is given by the kinetic energy of free particles ε(k) = h̄2k2/2m providing

the transition temperature TBE = 3.3h̄2n2/3/m [54]. The finite size of the trap

transforms this phase transitions into a smooth crossover. Below the transition

temperature TBE the zero energy state is macroscopically occupied, defining the

formation of a Bose-Einstein condensate in finite systems. As the typical particle

number used in experiments is large, i.e., N ∼ 106, this crossover shows a very

sharp behavior with a well defined transition temperature for the onset of Bose-

Einstein condensation. The trapping potential modifies the dispersion relation

and for a harmonic trapping potential we obtain the energy levels of a harmonic

oscillator ε(n) = h̄[ωxnx + ωyny + ωznz]. The transition temperature becomes

TBE = 0.94h̄(ωxωyωz N)1/3 [55].

The interactions in these alkali gases are weak and can be accounted for

in the pseudo-potential approximation [56]. This contact interaction takes the

form V (x) = (4πh̄2as/m)δ(x) with as the s-wave scattering length; Feshbach

resonances allow to tune the scattering length as in various alkali gases [57, 58, 59].

The ground state properties of the condensate are determined by the Gross-

Pitaevskii equation; the analogue equation to the Ginzburg-Landau equation in

superconductivity. The Gross-Pitaevskii equation determines the behavior of the

condensate wave function ψ and derives from a microscopic theory. In turn, the

excitation spectrum and the interaction-induced depletion of the condensate are

successfully studied within the microscopic Bogoliubov theory, see Ref. [60, 56] for

a review. The combination of these two theories has been extremely successful

in explaining many fundamental properties of bulk Bose-Einstein condensates.

The most prominent recent achievements are the detection of a superfluid flow

around a moving object with the creation of defects above a critical velocity

[61, 62, 63, 64] and the generation of a vortex lattice in a rotating Bose-Einstein

condensate [65, 66, 67].

The high control of parameters pushes the study of atomic gases into the

role of the ultimately tunable laboratory system for studying complex quantum

phenomena and phase transitions. The main tool driving the bosonic gas into

the regime of strong quantum fluctuations are the application of optical lattices
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Figure 1.2: Comparison of the superfluid and the Mott insulating ground state.

Left: A snap shot of the superfluid ground state at commensurate density. The

particles travel coherently through the lattice and establish long range order.

Right: Ground state of the Mott insulator. The atoms are pinned to the lattices

site.

and geometric reduction to low dimensions. An optical lattice is obtained by a

standing light wave generating a periodic lattice potential for the atomic gases

via dipole interactions. Varying the strength of the optical lattice allows one

to tune the kinetic energy (hopping energy J) relative to the interaction energy

U . At a critical value U/J |S−MI, the bosons undergo a quantum phase transition

from a superfluid (large hopping J) to a Mott insulator (large interaction U)

[47, 68]. Within the Mott insulating phase the system exhibits an excitation

gap. This gap represents the analogue quantity to the excitation gap appearing

in the superconductor to insulator transition discussed in the context of thin

superconducting wires above. In a remarkable experiment, Greiner et al. have

observed this quantum phase transition from a superfluid to a Mott insulator

[69]. The transition appears via the competition between the condensation of

the bosons into a matter wave characterized by a phase φ, and the granularity

of the underlying particles preferring a fixed particle number n on each site, see

Fig. 1.2. The reversible conversion of these two matter states has been recently

demonstrated in Ref. [70].

The second tool allowing for the study of strong quantum fluctuations is

dimensional reduction. This approach represents the standard method to increase

fluctuations in quantum condensed matter, and was already discussed above in

the context of superconducting devices. In homogeneous two-dimensional films,
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thermal fluctuations suppress true off-diagonal long-range order and a condensate

may only survive at zero temperature. The quasi off-diagonal long-range order

present below the Kosterlitz-Thouless transition temperature TKT is sufficient to

provide a superfluid stiffness [3]. However, the harmonic trapping potential of

the traps used for atomic gases can stabilize the presence of a condensate even

in two dimensions [60]. The focus then shifts to atomic gases in one-dimensional

systems. Such one-dimensional bosons with a contact interaction have attracted

a lot of interest as a toy model for an exactly solvable many-particle system

[71, 72, 73]. The interaction strength is quantified by the dimensionless parameter

γ = mg/h̄2n, the ratio between the interaction and the kinetic energy (n denotes

the 1D boson density and g = 2h̄ω⊥as the strength of the contact interaction

with ω⊥the transverse trapping frequency). For weak interactions (γ � 1) the

bosons condense into matter waves with quenched phase fluctuations. In contrast,

for increasing interactions (γ � 1) the granular nature of the bosons starts to

play an important role and finally culminates in the Bose-Fermi crossover in

the limit γ → ∞. In this so-called Tonks gas, the hard-core bosons behave as

non-interacting fermions [71]. The recent theoretical advances provide a deeper

understanding of the Bose-Fermi crossover in atomic gases and involve the study

of phase fluctuations [74], interactions and scattering lengths [75], modifications

of the density profiles [76], and the breakdown of mean-field theory [77, 78, 79, 80].

On the experimental side, three different approaches confine atomic gases into one

dimension: highly anisotropic traps [81], trapping of atoms on a microelectronic

chip [82, 83, 84], and transverse confinement by a strong 2D optical lattice [85].

Currently, the experimental setup with a 2D optical lattice producing a strong

transverse confining is the most promising candidate to achieve a one dimensional

atomic gas in the Tonks gas limit. The exploration of bosonic condensates in this

extreme quantum regime remains an intriguing task for future studies. In this

dissertation, we present the detailed study of the superfluid response of bosons

confined in one dimension in Chapter 3. Combining the two main tools for

driving bosonic gases into the regime of strong quantum effects, optical lattices

and dimensional reduction, provides new insights into the superfluid to Mott

insulator transition which are presented in Chapter 4.

Finally, the recent progress in sympathetic cooling allows to reach quantum

degeneracy of fermionic atomic gases as well [86, 87, 88, 89]. These atomic mix-

tures of bosons and fermions allow for the realization and study of new thermody-

namic phase transitions with an interesting synergy appearing between the fields
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of quantum optics and condensed matter physics. Phenomena studied so far are

phase separation between the fermions and the bosons [90, 91] and the collapse

of a degenerate Fermi gas [92]. Recent trends are the striving for the realization

of a BCS-type condensate in a fermionic system [93, 94, 95], and the idea for the

realization of system-modelling via an artificial quantum system. We investigate

in Chapter 5 the appearance of a supersolid phase in such Bose-Fermi mixture.

Such a supersolid combines the main characteristics of superfluids, the presence

of a condensate and superfluid stiffness, with the crystalline order usually present

in solids.

In conclusion, quantum condensed matter represents systems where quantum

effects operate on a truly macroscopic level and a large number of particles con-

dense into the same quantum state establishing a matter wave. Pushing these

condensates to extreme conditions increases quantum effects, and the competi-

tion between the granularity of the underlying particles and the condensation

into a matter wave entails fascinating phase transitions. In this thesis we study

such phase transitions in quantum condensed matter.

The outline of this thesis is as follows: In Chapter 2, we study thin supercon-

ducting wires of finite length and focus on the destruction of superconductivity

by quantum nucleation of phase slips. We derive the complete phase diagram

taking into account the coupling of the wire to the environment. The renormal-

ization of the mean-field critical temperature Tc0 by disorder is included in our

low energy action via an effective admittance µ. In analogy to the destruction of

superconductivity in superconductors, we study the influence of quantum fluctu-

ations on the superfluid response of atomic gases confined to one dimension in

Chapter 3. Here, the absence of an environment inducing dissipation strongly

modifies the analysis as compared to the superconducting situation. Introducing

a moving object within the atomic gas allows to probe the superfluid response.

In turn, this perturbation itself acts as nucleation point for quantum phase slips.

We analyze the superfluid response for two finite geometries: a ring and a tube.

In Chapter 4, we combine the two main tools driving atomic gases into the regime

of strong quantum fluctuations: confined geometries and optical lattices. We find

that the superfluid to Mott insulator transition can be driven via tuning of two

different parameters: the Mott insulator is reached by increasing the strength

of the optical lattice or by increasing the confinement of the bosons. Finally,

in the last Chapter 5, we focus on Bose-Fermi mixtures in two dimensions and
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subjected to an optical lattice. Such a setup allows to drive the system into a

supersolid phase. We study the phase diagram in the weak coupling limit, where

the supersolid instability competes with an instability towards phase separation.



12 CHAPTER 1. INTRODUCTION



Chapter 2

Quantum Fluctuations in Thin

Superconducting Wires of Finite

Length

2.1 Introduction

The presence of fluctuations and disorder strongly influences the superconduct-

ing transition temperature in reduced dimensions (films and wires). In two-

dimensional films, disorder decreases the critical temperature, which eventually

vanishes and gives way to a superconductor-insulator phase transition [43]. Start-

ing from a microscopic description with attractive fermions, the disorder increases

the effectiveness of the Coloumb interaction and provides a reduction of the mean-

field transition temperature Tc0 [44, 45, 46]. Below Tc0 the formation of Cooper

pairs takes place and the quantum and thermal fluctuations of the bosonic Cooper

pairs further reduce the superconducting transition temperature Tc: the films

undergo a Berezinkii-Kosterlitz-Thouless (BKT) transition. Again, disorder pro-

vides an additional reduction of the critical temperature via the suppression of

the superfluid density entailing an increase of bosonic fluctuations [48]. The

fermionic and the bosonic suppression of the critical temperature can drive the

superconductor-insulator phase transition for a critical disorder strength and in

general the interplay of both mechanisms of Tc-suppression is expected to be

observed [49].

In one-dimensional superconducting wires the influence of thermal and quan-

tum fluctuations of the bosonic Cooper pairs is further increased. In addition,

13
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the usually high normal resistance also indicates that a fermionic renormaliza-

tion of the mean-field transition temperature Tc0 plays an essential role [50].

This disorder-induced fermionic suppression of the mean-field critical tempera-

ture Tc0 [51, 52] provides qualitative agreement with experiments on amorphous

wires [36]. In turn, the bosonic fluctuations of Cooper pairs appearing below the

mean-field transition at Tc0 define a finite resistenace via nucleation of thermally

activated phase slips [9, 12] and hence remove the finite temperature transition;

superconductivity possibly survives only at zero temperature. The focus then is

on the quantum nucleation of phase slips; their proliferation may trigger a zero

temperature SI quantum phase transition [13, 34, 14, 35]. While first attempts to

observe quantum phase slips [13] are still debated due to the granular structure

of the wires [30, 36], recent experiments on amorphous ultra-thin wires [40, 41]

carry the signatures of a SI transition in a homogeneous system. In this chapter,

we analyze the bosonic Cooper pair fluctuations in realistic wires of finite length

which are naturally coupled to their environment through their boundaries; we

demonstrate how the SI transition is quenched in the finite system and reappears

through its coupling to the environment.

Previous studies of quantum fluctuations focused on the zero temperature

phase diagram of infinite wires [14] and found a zero temperature phase transi-

tion separating a superconducting and an insulating phase at µc = 2; the dimen-

sionless parameter µ characterizes the superconducting properties and strongly

depends on the thickness of the wire. Note, that in the following we ignore

an additional dissipative channel due to excited quasi-particles and call the non-

superconducting state an insulating one. The dynamics of the phase slips strongly

depends on the presence of the plasma mode with linear spectrum [32, 14]. Real

experiments are carried out on wires of finite length; the wires used in experi-

ments [40] have a typical length L ∼ 0.5− 2µm providing a discrete spectrum of

the plasma modes. The wire’s coupling to the environment through appropriate

boundary conditions imposes a drastic change in the phase slip dynamics and

modifies the wire’s low energy physics. Previous studies of finite systems involve

a ring geometry, where the finite length is introduced via periodic boundary con-

ditions [34, 35], a setup not realized in experimental situations. Here, a generic

description of the experimental setup is obtained by embedding the wire in a

voltage driven loop with impedances Z‖(ω) and Z⊥(ω) placed in parallel and in

series, see Fig. 2.1 and Sec. 2.2. As, we are mainly interested in thermodynamic

aspects, the most relevant contributions of the environment are the static parallel
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and serial resistances R‖ and R⊥. Furthermore, we concentrate on the current-

driven limit with V,R‖ → ∞, keeping I = V/R⊥ fixed. The voltage driven case

with R‖ → ∞ and other mixed cases (R⊥, R‖ < ∞) are easily derived from the

current-driven solution via Kirchhoff’s laws, see Sec. 2.2.

Z

Z 1

K

µ20
V

L

insulator/metal

weak sc sc
strong

decI Ic Is

Vs

Is

Vw

Vs

0

0

Figure 2.1: Left: Setup with the quantum wire embedded in a voltage driven loop

with parallel (Z‖) and serial (Z⊥) impedances defining the environment. Right:

Phase diagram with superconducting and insulating phases separated by a quan-

tum phase transition at K = 1. The superconducting phase splits into weak and

strong regimes separated by a crossover at µ ≈ 2, the leftover of the SI transition

in the infinite wire. The insets show sketches of the wire’s Is-Vs characteristic at

T = 0. In the superconductor (K > 1) the algebraic characteristic is dominated

by the environment at small currents I < Idec. A highly conducting shunt with

K � µ allows to probe the wire above the deconfinement current Idec; Ic denotes

the depairing current of the wire. The insulator exhibits a Coulomb gab behavior

below the critical voltage VW.

The coupling to the environment changes the T = 0 phase diagram of the in-

finite system, see Fig. 2.1: The SI transition at µ = 2 is turned into a crossover,

while a new quantum phase transition appears at the critical value K = RQ/R‖ =

1 of the shunt’s conductance (RQ = πh̄/2e2 denotes the quantum resistance). A

highly conducting shunt with K > 1 relaxes the strain on the wire and pro-

duces a superconducting response with an algebraic I–V characteristic, while a

low conductance K < 1 leads to the proliferation of phase slips and hence to

an insulator. Then, in the insulating phase with K < 1 the relation between
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the current Is flowing through the wire and voltage Vs across the wire exhibits a

Coulomb gap, which is rounded by quantum fluctuations, see Fig. 2.1. In turn,

in the superfluid phase we obtain a vanishing resistance at zero drive with alge-

braic corrections. The characteristic response of the superconducting wire can

be probed with a high conductance environment K � µ at large drive above the

current Idec where confined phase-slip pairs are separated, see Fig. 2.1.

This chapter is organized as follows: In Sec. 2.2, we present an extended

discussion of the difference between a current driven setup and a voltage biased

setup. We show, that given a general quantum device coupled to a classical en-

vironment, the current-voltage characteristic in the different setups derive from

each other; especially, we focus on the well-known current-voltage characteristic

of a Josephson junction. Furthermore, we discuss an experimentally realizable

device allowing for a perfect current bias. Sec. 2.3 describes the derivation of

the action for the ultrathin superconducting wire coupled to the environment.

The mathematical method for studying this action is presented in Sec. 2.4. The

method applied here is the instanton expansion of the partition function, which

maps the system to a gas of interacting charged particles; each particle corre-

sponds to a vortex/antivortex. The study of the interaction between a vortex-

antivortex pair allows for the derivation of the phase diagram via a renormaliza-

tion group analysis and is presented in Sec. 2.5. We first focus on the infinite

system and describe the modifications induced by the coupling to the environ-

ment in a second step. The response of the system to a current drive is studied

in Sec. 2.6 for the superconducting and the insulating phase. Our results are

summarized and discussed in Sec. 2.7.

2.2 Voltage-biased vs. current-biased circuits

Probing a quantum mechanical system requires its coupling to the environment

which provides a source of decoherence for the quantum dynamics. This cou-

pling modifies the ground state and the measurement depends on the internal

parameters of the quantum system and the external parameters describing the

measurement setup. Here, we focus on small quantum devices probed via mea-

surement of the current-voltage (I-V ) characteristic; examples of such quantum

devices are small capacitance Josephson junctions [23, 19, 25], single electron

tunnel junctions [96, 19], single-Cooper-pair tunnel junctions [26], and ultrathin
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superconducting wires (discussed in this chapter). The general setup is shown in

Fig. 2.2 and consists of the quantum device, a voltage source driving the quantum

device and a parallel and serial electric circuit. The external measurement setup

discussed here is a classical and linear environment, implying that the parallel

and the serial electric circuits are fully described by their impedances Z‖, and

Z⊥. Note, that the parallel impedance in general includes internal classical el-

ements of the quantum device such as internal resistances or capacitances, and

external elements, e. g., an additional shunt resistance. In this section we discuss

the interplay between different environments and derive a generic setup. This

setup consists of a perfect current source driving the device and an impedance Z‖

parallel to the quantum device. The current-voltage characteristics for a general

setup then derives from the current-voltage characteristic for a current driven

system. First, we focus on a Josephson junction coupled to an ohmic environ-

ment, and discuss the interrelation between a current biased setup and a voltage

biased setup. The situation of a thin superconducting wire is discussed in the

rest of this chapter.

Z

Z

Vs

Is

V I

Figure 2.2: Generic setup of an environment: the quantum device (marked by a

cross) is coupled to the environment with a parallel impedance Z‖ and a serial

impedance Z⊥. In addition, a voltage source drives the setup with voltage V .

The relation between the current and voltage fluctuations at the contacts to

the external environment influence the dynamics of the quantum device. In the
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following, we denote by Vs(ω) the voltage across the quantum device and by Is(ω)

the current flowing through the device. The current conservation provides the

following constraint on these fluctuations

Is(ω) +

[
1

Z‖(ω)
+

1

Z⊥(ω)

]
Vs(ω) =

V

Z⊥(ω)
. (2.1)

The averaged voltage Vs = 〈Vs(ω)〉 and current Is = 〈Is(ω)〉 define the intrin-

sic current-voltage characteristic Is-Vs of the quantum device. In addition, the

quantum device and the environment can be charged with respect to each other

and obey the charge conservation restriction

V +
s = Z+(ω)I+

s (ω) (2.2)

with V +
s (ω) the relative voltage between the quantum device and the environ-

ment, I+
s (ω) the current charging the device, and Z+(ω) the generalized rela-

tive capacitance. In the low frequency limit, the generalized capacitance Z+(ω)

vanishes as Z+(ω) ∝ ω and this charge conservation relation affects the current-

voltage characteristic only at high drives.

The above relations of current conservation (2.1) and charge conservation

(2.2) fully determine the influence of the environment on the quantum device

and play the role of boundary conditions for the internal quantum dynamics of

the device. As a consequence, every environment producing the same boundary

relations (2.1) and (2.2) produces the same intrinsic current-voltage characteristic

Is-Vs of the quantum device. The current-voltage characteristic I − V of the full

setup then derives from the relations

I = Is +
Vs

Z‖
V =

(
1 +

Z⊥

Z‖

)
Vs + Z⊥Is (2.3)

In order to simplify the following discussion, we assume that Z+(ω) vanishes in

the relevant low frequency regime; then the behavior of the system is determined

by the current conservation (2.1) alone. Analyzing this relation, it follows that the

right-hand side drives the system with the strength F = V/Z⊥, while the voltage

and current fluctuations are related via the total impedance of the electric circuit

Ztot = [Z−1
‖ +Z−1

⊥ ]−1; it is the total impedance Ztot which determines the influence

of the environment on the quantum device.

In the following, we discuss this behavior for the example of a Josephson

junctions coupled to an ohmic environment, which has attracted a lot of interest



2.2. VOLTAGE-BIASED VS. CURRENT-BIASED CIRCUITS 19

over the past years [17, 23, 19, 97]. Such an ohmic environment naturally appears

in the low frequency limit Z⊥,‖ → R⊥,‖ for ω → 0. The Josephson junction is

characterized by the quantum variable ϕ, the phase difference across the junction.

The Josephson relation and the Josephson coupling determine the voltage Vs

across and the current Is through the quantum device,

Vs(t) =
h̄

2e
∂tϕ(t), Is(t) =

2eEJ

h̄
sin [ϕ(t)] . (2.4)

It follows from the current conservation (2.1) that the intrinsic current voltage

characteristic Is–Vs only depends on the total resistance Rtot = [R−1
‖ + R−1

⊥ ]−1

which is conveniently expressed by the dimensionless parameter K = RQ/Rtot

with the quantum resistance RQ = πh̄/2e2. A current driven setup is obtained

by a large serial resistance R⊥ → ∞ with I = V/R⊥ fixed; implying K = RQ/R‖.

The action in imaginary time for the phase difference ϕ then maps to the action

of a particle in a periodic potential with damping [98]

S

h̄
=
K

4π

∫
dω

2π
|ω| |ϕ|2 +

∫
dτ

[
h̄

EC
(∂τϕ)2 +

EJ

h̄
cos (ϕ) − I

2e
ϕ

]
. (2.5)

Here, EC accounts for a parallel capacitance and provides a high frequency regu-

larization of the theory. The intrinsic current voltage characteristic Is–Vs derives

from the response function 〈∂tϕ〉 = XI ,

Vs =
h̄

2e
〈∂tϕ〉 =

h̄

2e
XI

(
K,

πI

e

)
, (2.6)

Is = I − Vs

R‖
. (2.7)

Different approaches have been applied to determine the response function. For

K < 1 perturbation theory in EJ converges [23, 97], while for K > 1 the instan-

ton expansion converges and provides the response function [23, 99]. The exact

response function derives from a mapping of the action (2.5) to the boundary

sine Gordon model, see appendix D.

On the other hand, increasing the parallel resistance R‖ → ∞ provides a

voltage driven setup with K = RQ/R⊥. Then the voltage V drives the system

and the measured response is the current Is through the Josephson junction,

Is =
2eEJ

h̄
〈sin(ϕ)〉 =

e

π
XV

(
K,

2eV

h̄

)
, (2.8)

Vs = V − R⊥Is. (2.9)
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Comparing both setups at equal K, the intrinsic current voltage characteristic

Is–Vs coincides as in both situations the boundary conditions are equivalent for

drives satisfying the relation V = RQI/K. This implies a relation between the

two response functions XI(K, πI/e) and XV (K, 2eV/h̄)

XI(K,F ) =
F

K
− 1

K
XV (K,F/K). (2.10)

Note, that this relation remains valid for an arbitrary quantum device; for a

Josephson junction the knowledge of the exact response function for the cur-

rent driven setup and the presence of the duality relation XI(K,F ) = F/K −
XI(1/K, αF ) with α an appropriate K dependent factor (see appendix D) implies

XV (K,F/K)/K = XI(1/K, αF ).

Z N

C/N

Z N

C/N

Z N

Figure 2.3: Model of the environment: Different sites are connected by a link with

impedance ZN = (iωL + R)/N . In addition, each site is capacitively coupled

to the ground with capacitance C/N . C, L, R denote the total capacitance,

inductance, and resistance of the device.

In an experiment, the control of the external impedances provides a funda-

mental problem. For example, current biasing a circuit requires that the serial

impedance Z⊥(ω) is large compared to the parallel shunt resistance R‖ for all rel-

evant frequencies, i.e., Z⊥(ω) � R‖ for ω < 1/κ with κ the fundamental cut-off of

the quantum device. An environment producing such a current biased setup is in

general achieved by elements in the environment which are attached close to the

quantum device and protect the quantum device from fluctuations of the mea-

surement circuit. Using such a protecting of the quantum device, the observation

of the Schmid transition in Josephson junctions was recently achieved [25]. Here,

we discuss such an element in the environment which produces a protection of

the quantum device and allows to control the external impedance. This element

is modelled as a series of impedances ZN = iω L/N +R/N coupled to the ground

via the capacitances C/N , see Fig. 2.3. Note, that C, L, and R represent the
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total capacitance, inductance and resistance of the device, while N accounts for

the number of sites in the device (N → ∞). Introducing the gauge potential

φn on each site with Vn = (h̄/2e)∂tφn, the current In = (Vn+1 − Vn)/ZN(ω), and

requiring current conservation, we obtain the equation

C ω2

N
φn =

iω

ZN(ω)
[φn+1 + φn−1 − 2φn] (2.11)

for the potential φn. The impedance of the device is then defined via V0 − VN =

Z(ω)I0. Taking the limit N → ∞ and solving for φ, we obtain

Z(ω) = 2R
(
ωC

ωL

+
ωC

i ω

)1/2

tanh

[
i ω

2ωC

(
ωC

ωL

+
ωC

i ω

)1/2
]

(2.12)

with ωC = 1/CR and ωL = R/L. For R = 0 the device exhibits sharp resonances,

which become damped for a finite resistance R. For ωC/ωL � 1 these resonances

disappear as the modes turn overdamped and the real part of the impedance

smoothly interpolates between the two limiting values Z(ω → 0) = R and Z(ω →
∞) = 2(L/C)1/2 at the crossover frequency (LC)−1/2, see Fig. 2.4.
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Figure 2.4: Left: The real (solid line) and imaginary (dashed line) part of the

impedance Eq. 2.12 for ωC/ωL = 1. The impedance exhibits resonances which

are damped due to the finite resistance R. Right: Impedance of the overdamped

device with ωC/ωL = 0.01. The resonances have disappeared and the impedance

interpolates smoothly between the limiting values Z(ω → 0) = R and Z(ω →
∞) = 2(L/C)1/2 at the crossover frequency (LC)−1/2 = 10ωC.

For a short thin film resistor with R ≈ 100kΩ as used in Ref. [25], we expect

a capacitance C ∼ l and L = lm/e2nS the kinetic inductance of the electrons,
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with l ≈ 1µm the length of the device, S ≈ 1000nm2 its cross section and n the

electronic density. Then, a high frequency impedance 2(L/C)1/2 ≈ (4πλ2
L/Sc

2) ∼
1/c is experimentally realistic. The impedance is in its overdamped limit with

ωC/ωL � 1 and the crossover frequency becomes (LC)−1/2 ∼ 1014Hz. We con-

clude, that attaching the quantum system to current carrying leads via such a

device provides a perfect current bias and control of the external impedances.

2.3 Superconducting wire coupled to the envi-

ronment

In thin superconducting wires the Coulomb interaction produces a linear sound

mode [32, 33] with sound velocity cs. This is in contrast to bulk superconductors,

where the Coulomb interaction shifts the frequency of collective density oscilla-

tions to the plasma frequency. We start the analysis of this sound mode with a

discussion of thin superconducting wires with radius r0 = (S/π)1/2 smaller than

the superconducting coherence length ξ and the London penetration length λL

(S denotes the cross section of the wire). In the following, we focus on a system

well below the mean field critical transition temperature Tc0; the effect of ther-

mally excited quasi-particles is ignored. We introduce the electric and magnetic

fields by the potentials V and A and describe the superconducting properties

by the phase φ(x). Applying a mean-field description, the action in imaginary

time of the superconducting wire of finite length L including the electromagnetic

contributions of the surrounding media takes the form [31, 14]

SS =
∫ h̄β

0
dτ
∫ L/2

−L/2
dx

1

2

[
CwΦ2 + CeV

2 +
1

Lec2
A2 +

m2

e2Lw
v2

s

]
. (2.13)

The terms CeV
2 and A2(Lec

2)−1 describe the electro- and magneto-static field

energies in the environment of the wire, while the last term is the kinetic energy of

the electrons with vs = (h̄/2m) [∂xφ− (2e/h̄c)A], and the first term accounts for

longitudinal screening with Φ = V −(h̄/2e)∂τφ. The electromagnetic capacitance

Ce and inductance Le per unit length of the surrounding media and the kinetic

capacitance Cw and inductance Lw of the superconducting wire are summarized

below,
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Cw = Se2N0 ≈ 3c2S/4πv2
Fλ

2
L,

Lw =
m

e2nsS
≈ 4πλ2

L/c
2S,

Ce =
ε

ln(d2/S)
≈ ε,

Le =
ln(d2/S)

c2
≈ c−2.

Here, ns is the superconducting density, while N0 denotes the density of states

per spin, and ε is the dielectric constant of the surrounding medium placed a

distance d away. Note, that for d � ξ the capacity Ce becomes dispersive

Ce ∼ [ln 1/(kr0)]
−1 with k the wave vector of the mode. Integrating out the

electromagnetic fields V and A, the low frequency action in imaginary time τ

describing the bosonic fluctuations of the Cooper pairs in the superconducting

wire takes the form [34, 14, 35]

SS =
h̄ µ

πcs

∫ h̄β

0
dτ
∫ L/2

−L/2
dx

1

2

[
(∂τφ)2 + c2s (∂xφ)2

]
, (2.14)

with the first term accounting for the finite compression energy and the second

term for the kinetic energy of the currents. In addition, we assume a high energy

cut-off h̄/κ limiting the validity of the action (2.14). The sound velocity cs and

the dimensionless admittance µ of the wire become

c2s =
C−1

w + C−1
e

Lw + Le
µ =

π h̄

4e2 cs(Lw + Le)
,

while the electromagnetic fields are determined by the relations

V =
1

1 + Ce/Cw

h̄

2e
∂τφ, A =

c

1 + Lw/Le

h̄

2e
∂xφ. (2.15)

For generic parameters, we find Lw � Le, i.e., the vector potential satisfies A = 0

and drops out, while Ce < Cw. Then, the dimensionless admittance µ and the

sound velocity cs are simply related to the 1D superfluid density ρs = nsS/2m
∗,

and the Coulomb interaction between the Cooper pairs Ce, mediated via the

surrounding media [14, 32]

h̄µcs
2π

=
h̄2ρs

2
,

h̄µ

2πcs
=

(
h̄

2e

)2
Ce

2
. (2.16)
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Here, m∗ denotes the mass of the Cooper pairs with ns the electron density. Using

the standard relations above, we can cast these expressions into the more simple

form

µ =
π

8

√
Ce α

−1 r0
λL
, cs =

c

2
√
Ce

r0
λL

(2.17)

with r0 =
√
S/π the radius of the wire, λL the London penetration length

(λ−2
L = 4πnse

2/mc2), and α = e2/h̄c the fine structure constant. Here, cs is

the plasmon velocity of the Mooij-Schön mode [32]. Going beyond the mean-

field level, both fermionic [51, 52] and bosonic [72, 100] high energy fluctuations

will renormalize the couplings µ and cs in going to the low energy sector. In-

deed, the high normal resistance of 1D superconducting wires indicates that the

fermionic renormalization of Tc0 plays an important role [50]; its disorder-induced

suppression [51, 52] is in qualitative agreement with experiments on amorphous

wires [36]. Here, we concentrate on the behavior below Tc0 and assume such high

frequency renormalization effects to be included in our choice of the effective

phenomenological parameters µ and cs.

Next, we consider the coupling between the superconducting wire and the

environment. As discussed in Sec. 2.2, we are interested in the thermodynamic

properties of the system and focus an a current driven setup with a parallel

resistance Z‖ = R. The coupling between the superconducting wire and the en-

vironment involves the boundary fields φ±(τ) ≡ φ±(x, τ)|x=L/2 where φ±(x, τ) =

φ(x, τ) ± φ(−x, τ): fluctuations in the phase difference φ− generate a voltage

across the wire inducing currents in the parallel shunts, while fluctuations in φ+

account for charge accumulation. The action of the environment then becomes

SE = SI + SR, with

SI =
∫ h̄β

0
dτ
h̄I

2e
φ−, (2.18)

SR =
h̄K

2π

∫
dω

4π
|ω| |φ− (ω)|2 . (2.19)

The first term describes an ideal current source driving the system with the cur-

rent I, while the second term is the action of a parallel resistor with resistance R

accounting for dissipation. Here, we have introduced the dimensionless conduc-

tance K = RQ/R of the shunt, with RQ = πh̄/2e2 the quantum resistance. At

finite temperature, the integral
∫
dω/2π is replaced by a summation over Mat-

subara frequencies. Note, that the above environment does not account for an

intrinsic dissipation in the superconducting wire, e.g., induced by quasi-particles.
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Such an intrinsic dissipation is relevant in determining the parameters µ, cs, and

λ (the vortex fugacity, see below) [14]. The total low energy action of the system

then combines the contributions of the superconducting wire and the environ-

ment,

S = SS + SE, (2.20)

with the high energy cut-off h̄/κ. This cut-off derives from a microscopic analysis

and is determined by the energy scales where additional terms in the action

(2.20) become relevant. E.g., an upper bound for the validity of linear sound

excitations within the superconducting wire is provided by the quasi-particle

excitation energy ∆, i.e., h̄/κ < ∆.

2.4 Instanton Expansion

In 1D, the bosonic quantum fluctuations of the Cooper pairs are strongly in-

creased. The statistical mechanics of the system ’superconducting wire plus en-

vironment‘ is determined by the partition function

Z =
∫
D[φ] exp [−S(φ)/h̄] . (2.21)

Its main contributions arise from the combination of Gaussian and topological

fluctuations, so called phase slips or instantons. Gaussian fluctuations destroy su-

perconducting long-range order in the infinite system even at T = 0 as expressed

by the logarithmically diverging phase correlator

〈[φ(x, τ) − φ(0, 0)]2〉 =
1

2µ
ln

[
c2sτ

2 + x2

τ 2

]
, (2.22)

and only quasi off-diagonal long range order survives. This quasi long range order

is sufficient to allow for a finite phase stiffness, i.e., a superconducting response.

The latter then is destroyed by the proliferation of phase slips, the process we

are going to analyze in more detail now.

The quantum phase slips are vortex like solutions in the x, τ -plane with

finite winding around a core region of size xc < csκ and τc < κ, where the

superconducting gap ∆(x, τ) drops to zero. Each vortex is characterized by its

space-time position (xi, τi) and winding number νi = ±1. Outside this core region

they are extrema of the action S. Inside the superconducting wire, the action SS

provides the equation
[
c2s∂

2
x + ∂2

τ

]
φ (x, τ) = 0. (2.23)
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The coupling to the environment described by the action SE enforces the bound-

ary conditions

K|ω|φ− + µcs[∂xφ]− =
πI

e
, [∂xφ]+ = 0, (2.24)

at the superconductor–normal-metal interface. For simplification, we introduce

the notation [∂xφ]±(τ) ≡ ∂xφ±(x, τ)|x=L/2. The first equation in (2.24) describes

the current conservation as given by Kirchhoff’s law with the supercurrent Is and

the dissipative current Vs/R in the shunt adding up to the total external current

I, while the second equation accounts for charge neutrality; see the discussion in

Sec. 2.2. Here, the supercurrent Is and the voltage Vs across the wire takes the

form

Is =
eµcs
π

[∂xφ]− , Vs =
h̄

2e
|ω|φ−. (2.25)

Coming back to the partition function (2.21), the instanton expansion ex-

presses the partition function as a series of contributions Zn accounting for n

vortex-antivortex–pairs. Note, that vortex solutions violating the winding num-

ber conservation
∑

i νi = 0 contribute with zero weight and drop out. Fur-

thermore, the partition function factorizes into Gaussian and topological parts,

Z = ZGZtop. Therefore, the contributions in ZG can not drive a quantum phase

transition, as they only reduce the long-range order to quasi long-range order,

and are neglected in the following study of the phase diagram. The action of an

instanton solution with n vortex-antivortex–pairs splits into terms with pairwise

interacting vortices

Sn =
∑

i6=j

νiG (xi, τi, xj, τj) νj, (2.26)

with G (xi, τi, xj, τj) = S2/h̄ the action of a vortex-antivortex–pair. Then, the

partition function Ztop can be expanded in a series

Ztop =
∞∑

n=0

(
λn

n!

)2

Zn(G) (2.27)

with

Zn =
∫ ∏2n

m dτmdxm

(csκ2)2n exp


∑

i6=j

νiG (xi, τi, xj, τj) νj


 . (2.28)

This representation of the partition function is known as the instanton expansion

and describes a classical gas of charged particles in two-dimensions with interac-

tion G and charge neutrality
∑

i νi = 0. The system is confined within the region
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|x| < L/2 and |τ | < h̄β/2. The interaction G is determined by the action of

the instanton solution for a vortex-antivortex–pair and depends strongly on the

boundary conditions. In addition, each vortex-antivortex pair is weighted with

the fugacity λ2 accounting for the microscopic structure of the cores. Detailed

mean-field estimates performed by Zaikin et al. [101] provide

λ = B exp

(
−ARQ

Rξ

)
(2.29)

with A a factor of order unity, Rξ = Rnξ/L the normal resistance of the wire in

a section of length ξ, and the preexponential factor B ≈ RQ/Rξ. Here, Rn is the

total resistance of the wire, ξ the superconducting coherence length, and L the

length of the wire.

The validity of the instanton expansion (2.27) for the description of the

ground state properties of the superconducting wire requires the assumption

of a well defined mean-field superconducting ground state around which phase

slips/instantons can be treated perturbatively. The condition of a well defined

mean-field superconducting ground state is required for the derivation of the ef-

fective action (2.14), and a criterion for this condition is provided by the fermionic

shift in the mean-field critical temperature. This reduction of the mean-field crit-

ical temperature due to the enhanced Coulomb repulsion in dirty wires can be

written as [51, 50, 52]

Tc0 ≈ T clean

c0 exp

[
−b Rξ

4RQ

]
(2.30)

with b again a factor of order unity, and T clean

c0 the mean-field critical temperature

in absence of disorder. This result is valid for weak disorder with Rξ/RQ �
1 and describes a small shift in the critical temperature. It follows that for

Rξ � RQ, the effective action (2.14) represents a good starting point, while for

Rξ > RQ, the assumption of a well defined mean-field superconducting ground

state becomes questionable. In addition to this fermionic breakdown, there is

also a bosonic breakdown: topological quantum fluctuations (phase slips) are

treated as a small perturbation around the superconducting ground state. This

assumption is justified for small vortex fugacity λ � 1. Then, the vortices form

a dilute gas in space x and imaginary time τ . Using the above estimate (2.29) for

the vortex fugacity λ, shows that this condition is violated in the dirty limit with

Rξ > RQ. In conclusion, we find that the fermionic breakdown (a mean-field

superfluid ground state) and the bosonic breakdown (perturbative treatment of
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the phase slips) take place at roughly the same resistance Rξ = RQ. This is a

strong indication, that both breakdowns have their origins in the same physical

phenomenon. Nevertheless, we can not exclude that the two breakdowns are of

different physical origin and up to date the behavior of the system in the crossover

regime Rξ ≈ RQ has remained an open problem.

2.5 Zero temperature phase diagram

In the following, the ground state properties of the superconducting wire are

analyzed within a real-space renormalization group approach of the instanton

expansion (2.27). Within this approach, we integrate out vortex-antivortex–pairs

on short scales in second order perturbation theory in the vortex fugacity λ. We

find two different behaviors: (i) The vortex fugacity λ decreases on long time

scales. Then, free vortices are quenched, the system exhibits quasi long range

order, and the wire is superconducting. (ii) The vortex fugacity λ increases on

large time scales and free vortices proliferate. Then, the phase correlator diverges

linearly 〈[φ(τ) − φ(τ ′)]2〉 ∼ |τ − τ ′|, and the system turns insulating.

2.5.1 Infinite system

The phase slip solution of Eq. (2.23) is well known for the infinite wire and takes

the form

φ(x, τ) = Im ln
x− x1 + ics (τ − τ1)

x− x2 + ics (τ − τ2)
. (2.31)

This solution is shown in Fig. 2.5; the solid lines represent the contours of fixed

phase φ(x, τ) = const and connect one vortex core with the anti-vortex core, i.e.,

the vortices screen each other. In turn, the dashed lines represent the current flow

of the generalized current j = (∂xφ, ∂τφ) in space x and imaginary time τ . Here,

jx = ∂xφ accounts for the real current flowing in the 1D wire, while jτ = ∂τφ

describes charge accumulations within the wire and is proportional to an induced

voltage. Current conservation demands, that the current lines are closed and

encircle a vortex core with the winding number ν = ±1;
∮
dl j = 2πν. Inserting

the solution (2.31) into the action (2.14) provides the dimensionless interaction

G between vortex-antivortex pairs

G(x, τ) = µ ln
x2/c2s + τ 2

κ2
, (2.32)
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x

τ

τ

x
Figure 2.5: Phase slip solution φ(x, τ) for a vortex-antivortex pair in the infinite

system with vortex separation τ = τ2 − τ1 and x = x2 − x1. The solid lines

represent the contours of fixed phase φ(x, τ) = const and connect one vortex core

with the other vortex core, while the dashed lines represents the current flow of

the generalized current j = (∂xφ, ∂τφ) in space x and imaginary time τ .

µ =2c

Insulator

S

µ

λ

0

Figure 2.6: Kosterlitz-Thouless scaling flow: The solid line denotes the transition

line separating the superconducting phase for µ > µc = 2 from the insulating

phase for µ < µc. The line (µ, λ = 0) is a fix-point line, with stable fix-points for

µ > µc = 2 and unstable fix-points for µ < µc = 2.
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with x = x1 −x2 and τ = τ1 − τ2. The interaction is logarithmic and corresponds

to the interaction of charged particles in 2D.

Given this logarithmic interaction, the standard Kosterlitz–Thouless (KT)

scaling analysis, where vortex-antivortex pairs are integrated out on the scale

κ < τ, x/cs ≤ κ′, provides the RG equation [7, 8]

∂lµ = −4π2µ2λ2, ∂lλ = (2 − µ)λ, (2.33)

with the scaling parameter l = ln κ/κ′. The system undergoes a Berezinskii-

Kosterlitz-Thouless (BKT) phase transition [7, 8, 102] at µc = 2, see Fig. 2.6.

For µ > µc, the vortex fugacity λ decreases under the renormalization group

flow, implying that the number of free vortex-antivortex pairs is quenched and

the wire is in the superconducting phase with quasi long-range order and a finite

superfluid stiffness. In turn, for µ < µc the vortex fugacity increases and there

is a finite density nV ∼ λ1/(2−µ)/κcs of free vortices in the wire. In this strong

coupling phase, the system exhibits a gap in the excitation spectrum. This gap

can easily be understood in the following simplified picture: the free vortices

destroy the phase coherence on the scale n−1
V

and the phase modes are quantized

on this length scale providing the excitation energy h̄cs/nV. The opening of a

gap in the strong coupling phase µ < µc then pushes the wire into the insulating

state. More quantitative ground state properties in this strong coupling phase

can be derived from a mapping to the sine-Gordon model [103] (see Chapter 4

for a discussion of the sine-Gordon model).

2.5.2 Wires with finite length L

Next we focus on wires with finite length L. Then, the phase slips have to respect

the boundary condition (2.24). Focusing on low frequencies, these boundary

conditions reduce to

µcs[∂xφ]− = Iπ/e. (2.34)

The ansatz φ = φN + (πIx)/(2eµcs) separates the transport current I from the

current induced by the vortex-antivortex pair. Then, we have to solve (2.23) with

the Neumann boundary conditions, ∂xφN(±L/2, τ) = 0, i.e., the currents induced

by the phase slips cannot leave the superconducting wire, and charge accumulates

at the boundaries and induces an voltage pulse. The solution φN(x, τ) easily

derives from the 2L-periodic solution φP using mirror vortices,

φN(x, τ) = φP(x, τ ; 2L) + φP(L− x, τ ; 2L). (2.35)
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Here, the mirror vortices screen the vortices in the wire individually, see Fig. 2.7.

In turn, the instanton solution with periodic boundary conditions φ(x, τ) = φ(x+

2L, τ) derives from the solution (2.31) in the infinite wire via the conformal

transformation w(z = x+ iτ) = exp[2πiz/2L],

φP(x, τ ; 2L) = Im ln
sin π

2L
[(x− x1) + ics(τ − τ1)]

sin π
2L

[(x− x2) + ics(τ − τ2)]
. (2.36)

A plot of φN is shown in Fig. 2.8: the solid lines denote the contours of constant

phase φN(x, τ) = const., while the dashed lines characterize the generalized cur-

rents j within the (x, τ) plane. At short distances between the vortex and the

anti-vortex with xi � L and τ � L/πcs, the solution reduces to the solution in

the infinite system, and the vortices screen each other. With increasing distance

τ = |τ2 − τ1| the mutual screening of the defect pair is replaced by the screening

via image charges, cf. Fig. 2.8. Besides this bulk solution we need the boundary

field φN−(τ) which derives directly from the solution φN(x, τ),

φN−(τ) =
πIL

2eµcs
+ 2 arctan

sinh πcs

L
(τ−τ1)

cos π
L
x1

− 2 arctan
sinh πcs

L
(τ−τ2)

cos π
L
x2

, (2.37)

and takes the form of a kink-antikink pair with width δτ1 ∼ x1/cs and δτ2 ∼
x2/cs, respectively. Note, that this kink-antikink pair is a consequence of charge

accumulation within the superconducting wire and induces via the relation Vs =

(h̄/2e)|ω|φN− a voltage pulse across the wire, see Eq. (2.25).

Inserting the solution φN into the action (2.14) provides us with the interaction

GW between the vortices arising within the superconducting wire. This interac-

tion derives again from the interaction GP(x, τ , 2L) between a vortex-antivortex

pair with 2L-periodic boundary conditions,

GW(x1, x2, τ) = GP(x, τ ; 2L) −GP(L− x1 − x2, τ ; 2L) (2.38)

+
1

2
GP(L− 2x1, 0; 2L) +

1

2
GP(L− 2x2, 0; 2L),

and describes the pairwise interaction GP between the vortex-antivortex pair with

its mirror vortices. In turn, the action GP(x, τ , 2L) for the instanton solution

with 2L-periodic boundary conditions derives from the solution (2.36) or again

via conformal invariance from the action (2.32) in the infinite system,

GP(x, τ ;X) = µ ln

[(
X

πcsκ

)2 (
sinh2 πcsτ

X
+ sin2 πx

X

)]
. (2.39)



32 CHAPTER 2. THIN SUPERCONDUCTING WIRES

τ

x−L/2 L/2 3L/2L0

mirror
vortices

Figure 2.7: The solution of vortex-antivortex pair with Neumann boundary con-

ditions ∂φ±(±L/2, τ) = 0 is obtained from the periodic solution via increasing

the period by a factor 2 and adding two mirror vortices. The arrows indicate the

vorticity of the vortices.

τ2

τ1

L/2 L/2−L/2 3L/2 x−L/2

τ

Figure 2.8: Phase slip solutions for periodic boundary conditions φP (left) and

Neumann boundary conditions φN (right) at intervortex distance L/πcs < τ < τB.

Left: for K � µ, defects are screened mutually, the 2π phase drop appears along

the x-axis and drives a large current through the highly conducting shunt; the

resulting string confines defect pairs. Right: with µ � K, defects are screened

individually by their mirror images, the 2π phase drop appears along the τ -axis

and sets up displacement currents within the wire which cannot escape into the

poorly conducting shunt, hence charge accumulates at the boundary resulting in

a large voltage over the shunt; the defects are asymptotically free.
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The interaction GW at short distances between the vortices with xi � L and

τ � L/πcs reduces to the logarithmic interaction characteristic of the infinite

system, i.e., the vortex-antivortex pairs screen each other and the system does not

dependent on the boundary conditions. At large vortex separations τ > L/πcs

or vortices close to the boundary |xi| − L/2 < csτ , the vortices are screened

by their mirror images rather than mutually with a saturated GW resulting in

asymptotically free vortices. Furthermore, their action is minimized with GW = 0

for vortices within a thin boundary layer of width ∼ csκ, i.e., |xi| − L/2 ≤ csκ.

The weight of such boundary vortices then is determined by their interaction

induced via the environment alone: Inserting the boundary field (2.37) into the

action (2.19) we obtain the contribution

GE(x1, x2, τ) ≈ K ln
cos 2 π

2L
(x1 + x2) +

(
π
2L
τ
)2

cos π
L
x1 cos π

L
x2

(2.40)

which diverges logarithmically at long time scales, but with a weight determined

by the dimensionless conductance K of the parallel shunt. In the end, the rele-

vant contribution to the partition function arises from vortices nucleating at the

boundary with an interaction G ≈ GE = K ln(τ 2/κ2) and the problem maps to

a system of charged particles in one-dimension with logarithmic interaction and

fugacity λ. The corresponding RG equations take the form [104]

∂lK = 0, ∂lλ = (1 −K)λ. (2.41)

In contrast to the infinite wire, the prefactor K of the logarithm is invariant under

the RG flow and we obtain a quantum phase transition at K = 1 [23, 104], see

Fig. 2.9. For K > 1, the vortex fugacity decreases and quenches the nucleation of

vortices. Then, we obtain a superconducting phase with quasi long-range order

and a finite superfluid stiffness. In turn, for K < 1 the vortices at the boundary

proliferate and drive the system insulating.

The difference between the scaling equation (2.33) for the Kosterlitz-Thouless

transition and the scaling equation (2.41) can easily been understood in the fol-

lowing simplified picture. The logarithmic interaction strength K (µ respectively)

can be written as K = q2η with q the charge of the vortices and η the strength

of the field mediating the interaction. Here, the charge is a topological quantity

fixed at q = 2π and thus remains unrenormalized. However, in the Kosterlitz-

Thouless scaling equation, the creation of vortex-antivortex pairs polarizes the
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Figure 2.9: Renormalization group flow for a 1D gas of charged particles with

logarithmic interaction of strength K and fugacity λ. The solid line denotes

the transition line separating a superfluid phase for K > 1, where the fugacity

decreases under the RG flow, from a insulating phase for K < 1, where the vortex

fugacity increases. In contrast to the renormalization flow in the infinite system,

K remains unrenormalized.

medium and screens the interaction: the strength η of the mediating field de-

creases. As a consequence, the strength µ of the logarithmic interaction becomes

renormalized. In turn, for the Schmid transition, the interaction is mediated via a

classical environment characterized by a classical strength η. Within this environ-

ment, quantum fluctuations are quenched and η is fixed. As a consequence, K is

unrenormalized. For completeness, we also mention the Kondo model [105, 106].

In the Kondo model the interaction is mediated by a classical environment with

a fixed η. However, the charge q is non-topological and is renormalized by quan-

tum fluctuations. As a consequence, K is renormalized under the RG flow, thus

providing the standard Kondo scaling flow [106].

In the analysis above we have determined the shape of the vortex-antivortex

pair assuming Neumann boundary conditions, i.e., no currents can leave the wire,

see Eq. (2.34). Inserting this approximate solution back into the action for the

environment then has provided us with the interaction G ≈ GE = 2K ln(τ/κ)

between the defects. In order to check the consistency of this approximation

we determine the correction δφ(x, τ) due to the finite current K|ω|φ− flowing

through the shunt (cf. 2.24) and insert the result back into the action S. The
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exact solution of the equations (2.23) and (2.24) is obtained with the ansatz

φ−(x, τ) = φN− + δφ− + (πIx)/(2eµcs), (2.42)

φ+(x, τ) = φN+ (2.43)

The presence of vortices is captured by the term φN−, the solution of a vortex-

antivortex pair with Neumann boundary conditions (2.35), leaving δφ− as a solu-

tion of Eq. (2.23) without singularities. Its solution can be written as a function

of the boundary field δφ−(ω) and takes the form

δφ−(x, τ) = δφ−(ω)
sinh xω

cs

sinh Lω
2cs

. (2.44)

Calculating the supercurrent [∂xδφ]−(τ) = ∂xδφ−(x, τ)|x=L/2 induced by this so-

lution, provides a relation between the boundary values

ω

cs
δφ−(ω) = tanh

ωL

2cs
[∂xδφ]−(ω). (2.45)

Inserting this relation back into (2.24) we obtain the correction

δφ− = − (K/µ) |tanh(ωL/2cs)|
1 + (K/µ) |tanh(ωL/2cs)|

φN−. (2.46)

Finally, the correction δS to the action for Neumann boundary conditions is

obtained by inserting the exact solution into (2.20) and takes the form

δS
h̄

= −K

4π

∫
dω

2π

|ω| |φN−|2
1 + (µ/K) |coth(ωL/2cs)|

. (2.47)

Using the approximate solution for a kink-antikink pair φN− ≈ (4π/ω) sin(ωτ/2)

at distance τ , allows to estimate the correction δS. The calculation of the integral

(2.47) then shows that the correction remains small within the low frequency

regime: for τ > (1 +K/µ)L/πcs we find a saturation

δS ∼ −[K/(1 + µ/K)] ln[L(1 +K/µ)/κcs] (2.48)

and this term is irrelevant in determining the low energy physics of the system.

For a setup with K � µ the corrections remain small at higher frequencies with

τ < L/πcs,

δS ≈ −K (K/µ) ln (τ/κ) . (2.49)
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This situation describes a poorly conducting shunt which refuses to pick up the

large displacement currents in the wire, resulting in a voltage pulse and individ-

ually screened defects via mirror vortices, cf. Fig. 2.8.

However, in the opposite case with a highly conducting shunt protecting a

‘poor’ superconductor, K � µ, the corrections turn out large: in the intermediate

regime L/πcs < τ < τB ≡ KL/πµcs, we find

δS ≈ −2K ln(τ/κ) + 2πµcsτ/L. (2.50)

The first term then cancels the logarithmic interaction GE induced by the en-

vironment, while the second term describes linearly confined vortex-antivortex

pairs. It is then appropriate to change strategy: for K � µ the boundary con-

dition (2.24) at high frequencies ω > 1/τB reduces to φ− = 0 and [∂xφ]+ = 0

for I = 0. Then, the phase field for the vortex-antivortex pair is given by the

L-periodic solution φP with φP(x, τ) = φP(x + L, τ) , see (2.36). The interaction

between the vortices is determined by

GP(x, τ) = µ ln

[(
L

πcsκ

)2 (
sinh2 πcsτ

L
+ sin2 πx

L

)]
, (2.51)

and indeed describes defect pairs linearly confined along the τ direction for dis-

tances τ > L/πcs, cf. Fig. 2.8. Note that at smaller distances the defects interact

logarithmically. At the same time, no voltage appears over the shunt resistor and

the contribution from the environment vanishes, thus G ≈ GP. In summary, the

interaction for a highly conducting shunt with K � µ takes the form

G(x, τ) ≈





µ ln

(
τ 2 + x2/c2s

κ2

)
, τcs, x < L/π,

2πµ
csτ

L
, L/πcs < τ < τB,

K ln

(
τ 2

κ2

)
, τB < τ.

(2.52)

Hence, the interaction between defects starts with a logarithmic behavior at small

distances τcs, x < L/π, proceeds with an intermediate regime of linear confine-

ment, and terminates with the logarithmic low-frequency behavior determined

by the environment for τB < τ .
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Given the three regimes of interaction above, the RG flow now involves three

steps: Starting from high energies, we integrate over vortex-antivortex fluctua-

tions with an interaction G ≈ GP. The scaling for λ and µ follows from a similar

calculation as presented by Kosterlitz [8] with small modifications accounting

for the specific form of the interaction and the finite size of the system; the de-

tailed calculation is presented in Appendix B. It follows that the renormalization

group equations for µ and λ remain unchanged, see Eq. (2.33). The strength K

is unaffected by the presence of vortex-antivortex fluctuations within the super-

conducting wire. The interaction then remains form invariant and the scaling

equations for µ, λ, and K in the regime κ < τ < L/πcs take the form

∂lλ = (2 − µ)λ, ∂lµ = −4π2µ2λ2, ∂lK = 0, (2.53)

providing us with the renormalized admittance µ(L/πcs), the renormalized vortex

fugacity λ(L/πcs), and an unrenormalized conductance K. The matching of the

interaction is moved to the renormalized crossover scale τB = KL/2µ(L/πcs)cs.

At the scale L/πcs the system turns one-dimensional. The interaction between

vortex-antivortex pairs turns linear up to distances τB, implying that fluctuations

of vortex-antivortex pairs are strongly suppressed. We relate the fugacities at

scales L/πcs and τB via the activation energy necessary for creating a vortex-

antivortex pair at distance τB,

λ(τB) ∼ λ(L/πcs) exp[−GP(τB)] = λ(L/πcs) exp(−2K). (2.54)

Finally, at even larger scales τ > τB, the interaction becomes again logarithmic

with strength K and further scaling is defined by the RG equations (2.41), renor-

malizing further the vortex fugacity λ but leaving the conductance K invariant.

Hence, with the low-energy physics of the system entirely determined by the

environment (i.e., by K), the renormalization process down to low energies still

depends sensitively on the admittance ratio µ/K of the superconductor and the

metallic shunt: for K � µ the interaction for the dominant phase slips is entirely

determined by the environment characterized by its conductance K, while for

K � µ the phase-slip pairs go through an intermediate regime of linear con-

finement involving the admittance µ of the superconducting wire; this difference

impacts on the phase-slip fugacity and hence on the system’s response at high

drives, see below.

The overall phase diagram is sketched in Fig. 2.10: The quantum phase transi-

tion at K = 1 separates the superfluid phase for K > 1 from the insulating phase
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Figure 2.10: Phase diagram with superconducting and insulating phases sepa-

rated by a quantum phase transition at K = 1. In addition we split the super-

conducting phase in a weak and a strong regime, separated by a smooth crossover

at µ ≈ 2, the remainder of the SI quantum phase transition in the infinite wire.

at K < 1. In addition, we distinguish two different superconducting regimes at

K > 1: for µ < µc ≈ 2 the fugacity for the nucleation of small vortex-antivortex

pairs separated by the distance τ < L/πcs is strongly increased as compared

to the regime µ > µc. This crossover is the leftover from the SI quantum phase

transition in the infinite wire and becomes significant at temperatures T > h̄cs/L

and high drives πI/e > cs/L where the corresponding small scales are probed.

An interesting solution is obtained for K = µ when the admittance of the su-

perconducting wire matches up with the conductance of the parallel shunt: The

centered (i.e., xi = 0) solution (2.31) of the infinite wire satisfies the boundary

conditions (2.24) and the interaction between centered vortex-pairs is determined

by (2.32); corrections for xi 6= 0 describe a repulsion away from the boundary.

At short distances x < L and τ < L/πcs the interaction and the fugacity renor-

malize via the scaling equations (2.33); at large separation τ > L/πcs the scaling

turns one-dimensional and is given by (2.41). While the interaction K remains

unrenormalized, the flow of the fugacity λ signals a quantum phase transition at

K = 1.
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2.6 Current-Voltage characteristic

The interaction between vortex-antivortex pair always turns logarithmic on large

scales τ > τK ≡ max(κ, τB) with a prefactor 2K determined by the parallel shunt

resistance. As a consequence, the low energy physics of the quantum wire reduces

to that of a Josephson junction with a parallel shunt R; the partition function

is equivalent to that of a particle in a periodic potential with damping η =

K/2π [23]. The current–voltage characteristics of resistively shunted Josephson

junctions has been studied in great detail [23, 19]; in the following, we review the

main results. The restricted validity of the logarithmic interaction with prefactor

2K limits this analysis to low temperatures h̄β > τK and low currents I < eK/τK.

In addition, we derive the behavior of the current-voltage characteristic in the

high frequency regime τK < τ < κ.

2.6.1 Superconducting phase

Within the superconducting phase K > 1, the current–voltage characteristic at

low drives is calculated perturbatively in the vortex fugacity λ (here, λ(τK) → λ

denotes the renormalized vortex fugacity at the scale τK),

V =
πh̄

e

[
Γ+(I) − Γ−(I)

]
(2.55)

with Γ± the nucleation rate for vortex-antivortex pairs. The different signs cor-

respond to different orientation of the vortex-antivortex pair along the τ -axes.

The validity of Eq. (2.55) requires that the nucleation process is incoherent, i.e.,

the nucleation process is independent on the presence of other nucleated vortex-

antivortex pairs. This assumption is well justified in the superconducting phase

K > 1 [24]. The nucleation rates Γ± for the vortex-antivortex pairs take the form

Γ± =
λ2

τ 2
K

∫ h̄β

τK
dτ exp


−K ln

(
h̄β

πτK

sin
πτ

h̄β

)2

± π

e
I τ


 . (2.56)

The convergence of the τ -integral is obtained via the usual analytic continuation

as described in Refs. [107, 108]; an explicit calculation is presented in Ref. [109].

Note, that the interaction ∼ K ln τ 2 between a kink-antikink pair is modified

to ∼ K ln(sin2 πτ/h̄β), respecting periodic boundary condition as required for

imaginary time solutions at finite temperatures T = 1/β. The current–voltage
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characteristic takes the form

V =
πh̄λ2

eτK

(
2πτK

h̄β

)2K−1

sinh

(
πh̄βI

2e

)
|Γ (K + ih̄βI/2e)|2

Γ(2K)
. (2.57)

The finite temperature introduces a energy scale T and comparing this scale to

the driving force πI/e provides us with two different characteristic regimes in the

response,

V =





2π2λ2RQI
Γ(K)2

Γ(2K)

[
2πTτK

h̄

]2K−2

,
I

2Ke
� T

h̄
,

h̄π2λ2

eτK

1

Γ(2K)

[
πIτK

e

]2K−1

,
T

h̄
� I

2Ke
.

(2.58)

The algebraic characteristic with exponent 2K − 1 at zero temperature is turned

into a linear response at finite temperatures and small drives, with an algebraic

temperature dependence of the resistance. We conclude, that in one-dimensional

wires superconductivity survives only at zero temperature and under the condi-

tion of a good protection by a high conductance shunt with K > 1; its signature

is an algebraic response with an exponent 2K − 1 > 1.

For a highly resistive environment with K � µ this current voltage charac-

teristic remains valid up to temperatures T ≈ h̄/κ and currents I ≈ eK/κ, as the

dominant term arises via the nucleation of vortex-antivortex pairs at the bound-

ary of the wire. Then the nonlinear current-voltage characteristic only probes,

the environment instead of the superconducting wire.

In turn, for a high-conductance shunt K � µ, the vortex-antivortex inter-

action is only logarithmic for intervortex separation τ > τB. In the following,

we first focus on short intervortex separations with τ < L/πcs, and treat the

intermediate regime with L/πcs < τ < τB below. On short scales τ < L/πcs

corresponding to high drives I > Idec = 2eµcs/L and temperatures T > h̄πcs/L,

the interaction is modified to a logarithmic interaction with prefactor µ. In this

regime, the finite size of the system plays a minor role and the decay rates are de-

termined by the decay rates for the infinite system. Here, the finite temperature

T introduces periodic boundary conditions in imaginary time τ with periodicity

h̄β. Then, the interaction derives from the action of the periodic solution (2.39)

via replacing x → csτ , τ → x/cs, and X = csh̄β. The decay rates Γ± take the
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form

Γ± =
Lλ2

κ4c2s

∫ h̄β

τK
dτ
∫ ∞

−∞
dx exp



−µ ln



(
h̄β

πκ

)2 (
sinh2 πcsx

h̄β
+ sin2 πτ

h̄β

)
± π

e
I τ



 .

(2.59)

Note, that this exact interaction differs from the estimated interaction in Ref. [14]

with only small corrections in the prefactor. The current-voltage characteristic

becomes (see Appendix A)

V =
2πh̄y2L

eκ2cs

(
2πκ

h̄β

)2µ−2

sinh

(
h̄βI

2e

) ∣∣∣Γ
(

µ
2
− i h̄βI

4e

)∣∣∣
4

Γ (µ)2
, (2.60)

and reduces in the high temperature and low temperature limits to

V ∼





λ2(κ)RQI
L

csκ

[
2πTκ

h̄

]2µ−3

,
cs
L
<

I

2µe
� T

h̄
,

h̄λ2(κ)

eκ

L

csκ

[
πIκ

eµ

]2µ−2

,
πcs
L

<
T

h̄
� I

2µe
.

(2.61)

The current-voltage characteristic at low temperatures shows an algebraic be-

havior, but now the exponent is determined by the properties of the thin wire.

We find that for a highly-conducting shunt with µ � K, the current-voltage

characteristic reveals the admittance µ of the thin wire in its algebraic behavior,

either in the temperature dependence of the residual resistance at temperatures

T > h̄πcs/L or in the current dependence at high currents I > Idec.

In the intermediate regime with intervortex separations in the range L/πcs <

τ < τB the interaction between the vortex-antivortex pair turns linear and de-

scribes confinement. This implies that for low currents I � Idec the residual

resistance decreases exponentially in the temperature range τB > h̄β > L/πcs,

which is captured by the renormalization of the fugacity λ;

R(T )

R(T = h̄πcs/L)
∼ λ(h̄/T )

λ(L/πcs)
≈ exp(−µπcsh̄

TL
). (2.62)

In turn, the behavior of the nonlinear I-V characteristic at low temperatures

T/h̄ � I/2µe is completely different. Then, the linear confinement of vortex-

antivortex pairs provides the decoupling current Idec = 2eµcs/L. First, we study

the behavior at the decoupling current in the limit K → ∞. Then, the interaction

between a vortex-antivortex pair is determined by the periodic action (2.51) and
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Figure 2.11: The current-voltage characteristic for the superconducting phase at

T = 0. Below the depairing current Ic the formation of the Cooper pairs entails

a sharp drop in the resistance (RN denotes the total resistance of the system

made from the normal wire and the parallel shunt R). The residual resistance

at small drive is due to the quantum nucleation of phase slips. The algebraic

current-voltage characteristic is dominated by the environment at small currents

I < Idec. A highly conducting shunt with K � µ allows to probe the quantum

wire itself above the critical deconfinement current Idec.

the quantum nucleation rate Γ+ at zero temperature T = 0 is determined by the

expression (Γ− vanishes at zero temperature)

Γ+ =
Lλ2

κ4c2s

∫
dτ
∫ L/2

−L/2
dx exp

{
−µ ln

[(
L

πcsκ

)2 (
sinh2 πcsτ

L
+ sin2 πx

L

)]
+
π

e
I τ

}
.

(2.63)

It follows that at high currents I > Idex the nonlinear I-V characteristic takes the

form V ∝ I2µ−2 as discussed above, while approaching the decoupling current

I → Idec we obtain a finite voltage (see Appendix A)

V (Idec) =
π2λ2L

κ2cs

(
2πcsκ

L

)2µ−2

. (2.64)

Below the decoupling current I < Idec it follows from Eq. 2.63, that the nucleation

rates Γ± vanish identically as the linear confinement ∼ 2πµcsτ/L exceeds the

driving term (π/e)I τ . This shows that at the decoupling current Idec a sharp step

appears in the I-V characteristic. Adding a realistic environment with K � µ
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the nucleation rates for I < Idec are finite and provide an I-V characteristic given

in Eq. (2.58). Nevertheless, the sharp step remains present as a consequence of

the confinement.

A sketch of the I-V characteristic in the highly conducting regime K � µ is

shown in Fig. 2.11. Below the depairing current Ic the formation of the Cooper

pairs entails a sharp drop in the resistance. Here, RN denotes the total resistance

of the system made from the normal wire and the parallel shunt R. The residual

resistance at small drive is due to the quantum nucleation of phase slips. The

algebraic current-voltage characteristic is dominated by the environment at small

currents I < Idec. A highly conducting shunt with K � µ allows to probe the

quantum wire itself above the critical deconfinement current Idec

2.6.2 Insulating phase

The nucleation process of vortex-antivortex pairs in the superconducting phase

describes the incoherent tunneling of the phase difference φ− to the neighboring

states φ− ± 2π; this is in contrast to the insulating phase considered now. In

the limit K → 0 and T = 0, the same quantum nucleation accounts for coherent

tunneling between neighboring states and leads to the formation of a Bloch band

ε(q) of width W0 = h̄λ/τK, where q denotes the quasi-momentum associated with

the boundary field φ−. Applying a small driving current I, a voltage 2eV =

h̄〈φ̇−〉 = ∂qε(q) is set up across the superconducting wire and all the current

flows over the parallel shunt [19]. Then, the wire exhibits an insulating current-

voltage characteristic, while the system combining the wire and its environment

exhibits the linear response

V = RI. (2.65)

This behavior remains valid for finite K < 1, but with a renormalized band width

[19, 97, 25]

W ≈ W0(W0τK/h̄)
K/(1−K). (2.66)

Corrections to the linear behavior derive from an analysis of the Josephson junc-

tion in the strong coupling limit [97, 23] and take the form (compare to the

duality relation in Sec. 2.2)

V − IR ∼ − h̄π
2λ2

eτK

1

Γ(2K)

[
πIτK

e

]2/K−1

. (2.67)
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It follows that with increasing currents the overall resistance decreases as the

phase slips no longer block the wire and currents flow across both channels, i.e.,

the superconducting wire and the parallel shunt resistor. The current-voltage

characteristic exhibits a zero bias resistance peak which is the signature of the

insulating phase. The linear response regime applies to voltages smaller than

2eVW = max(∂qε) ∼ W or, equivalently, currents I < IW ≡ VW/R = eKW/(πh̄).

In general, the crossover current IW is small compared to the current scale

Ke/τK, i.e., IW � Ke/τK, as the vortex fugacity is small λ � 1. Then, the

resistance peak takes place in the regime with a logarithmic interaction K ln τ 2

between the vortex-antivortex pairs, and the system behaves equivalent to the ex-

actly solvable boundary sine-Gordon model (see appendix D). Then, the current-

voltage characteristic derives from the response function of the boundary sine-

Gordon model [110] V = XI(K, T, I) for I < eK/τK and T < h̄/τK. Note, that

for a small vortex fugacity λ, the zero bias resistance peak becomes narrow and

a high experimental resolution is required for the observation of the insulating

phase.

0 IW I I

R
R N

c

Figure 2.12: Sketch of the current-voltage characteristic for the insulating phase

at T = 0. At low currents, the nucleation of phase slips blocks the current

through the wire, and the system exhibits a linear resistance as the currents flow

across the parallel shunt. At higher currents I > IW, the resistance decreases and

the current-voltage characteristic exhibits a sharp zero-bias resistance peak; the

signature of the insulating phase. Above the depairing current Ic the wire turns

normal.
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2.7 Conclusions

In one-dimensional disordered wires superconductivity is suppressed by two mech-

anisms: (i) high energy fluctuations of the fermionic electrons, and (ii) low energy

fluctuations of the bosonic Cooper pairs.

Starting with the effects induced by the high energy fluctuations, disorder

decreases the dynamical screening properties of the fermionic electrons and in-

creases the effectiveness of the Coulomb interaction, which in turn reduces the

mean-field critical temperature Tc0. For strong disorder this fermionic high en-

ergy physics quenches superconductivity giving way to an insulating ground state.

Weak disorder provides a finite mean-field critical temperature Tc0, below which

the formation of bosonic Cooper pairs takes places. The low energy action of the

Cooper pairs is characterized by sound modes with sound velocity cs, the dimen-

sionless addmitance µ and the vortex fugacity λ. In thick wires, these parame-

ters derive from the bulk superconducting parameters via a mean-field approach.

However, dimensional reduction and disorder renormalize these parameters in

thin wires. To our knowledge, a microscopic derivation for these parameters tak-

ing into account the renormalization via the fermionic high energy fluctuations

is missing and is a challenging task for future work.

The bosonic fluctuations of Cooper pairs tends to destroy both order (the con-

densate) and stiffness (the superfluid density): at finite temperatures, topological

fluctuations in the form of phase slips generate a residual ohmic resistance, thus

destroying the superconducting phase. Hence, superconductivity can only survive

at zero temperature. Infinite wires undergo a zero temperature superconductor–

insulator (SI) quantum phase transition in the dimensionless admittance µ: for

µ > µc = 2 the wire is superconducting, while for µ < µc the ground state turns

insulating.

In real experiments, the finite length L of the wire has to be taken into

account: the quantum phase transition at µc then transforms into a crossover,

see Fig. 2.1, with µc separating a ‘strong’ superconductor at µ > µc from a ‘weak’

one at µ < µc; the latter is characterized by a largely increased fugacity for small

vortex–anti-vortex pairs of size τ < L/πcs, producing large voltages at current

drives I > Idec. While the finiteness of the wire destroys the quantum phase

transition in the wire parameter µ, the coupling to the environment through the

wire’s boundaries leads to the appearance of a new quantum phase transition in

the parameter K, the dimensionless conductance characterizing the environment.
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The quantum phase transition at K = 1 again separates a superconducting phase

at K > 1 from an insulating one at K < 1. This resurrected SI quantum phase

transition is different from the one in the infinite system; it is of the type inherent

to finite systems coupled to a dissipative environment, e.g., the resistively shunted

Josephson junction [23] or the dissipative two state system [24]. The internal

dynamics of the system (as parametrized by the admittance µ and by the fugacity

λ) now plays a minor role, while the external dissipative dynamics characterized

by the dimensionless parameter K drives the quantum phase transition.

Experimentally, the superfluid- and insulating phases can be identified via

their different nonlinear current–voltage characteristic. Most importantly, the

thermodynamic state of the wire, superconducting or insulating, is always con-

trolled by the environment as parametrized by the dimensionless conductance K;

the latter then also determines the overall shape of the current–voltage charac-

teristic. The internal parameters of the wire, its admittance µ and the vortex

fugacity λ, play an essential role in determining the detailed shape of the current–

voltage characteristic, as we are going to discuss now.

In order to probe the superconducting properties of the quantum wire we

have to ‘protect’ it by a well conducting shunt with K > 1. Furthermore, in

order to probe the wire itself, the shunt’s conductance K has to be much larger

than the wire’s admittance µ; otherwise, the entire nonlinear current–voltage is

dominated by the environment. Indeed, for K � µ the high current response

above the critical deconfinement current Idec directly probes the quantum wire,

see (2.61), while the environment manifests itself only at low current densities,

see (2.58). A finite temperature provides a residual resistance at very small drives

via the thermal nucleation of phase slips; this residual resistance strongly depends

on temperature, and is suppressed by a small vortex fugacity λ2. A schematic

drawing of the current–voltage characteristic is shown in Fig. 2.11.

The insulating phase is established at small values K < 1; the SI quantum

phase transition has to be traced by the tuning of the environment (via the

conductance K) rather than by a change in the wire’s admittance µ; tuning µ

merely provides a crossover in the wire’s superconducting properties observable at

large K. In the insulating phase the current transport across the wire is blocked

by the proliferation of phase slips and the driving current flows across the parallel

shunt resistance. As a result, the current–voltage characteristic develops a large

voltage at small drives. Increasing the current beyond a characteristic value

IW ≈ eλ1/(1−K)/(πτB), the phase slips cannot block the entire current and a finite
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supercurrent flows through the wire, reducing the resistance of the system. Hence,

the current–voltage response of the insulating phase is characterized by a zero-

bias resistance peak, see Fig. 2.12, with the peak height scaling with the external

shunt resistance R, while its width scales with IW. The main feature allowing for

the distinction between the superconducting and the insulating phase then is the

appearance of this zero-bias resistance peak. Note that within the present analysis

the vortex fugacity λ has been assumed to be small; increasing λ→ 1 drives the

system towards strong coupling and the mean-field superconducting ground state

is no longer an appropriate starting point. Hence within the present scheme, the

observation (and consistent interpretation) of the characteristic resistance peak

requires a sufficiently sensitive voltage- or current probe as IW ∝ λ1/(1−K).

Idec Ic

V s

Is

V s

Is

V W

0 0
Figure 2.13: Relation between the current Is and voltage Vs across the wire. The

superconducting phase (right) is characterized by a vanishing linear resistance.

The step at the decoupling current Idec appears only in the limit K � µ as a

consequence of the confinement of vortex-antivortex pairs. In the insulating phase

(left), the system exhibits a Coulomb gap with a peak VW smeared by quantum

fluctuations.

All the results presented here, assumed a perfect current source with a parallel

shunt resistor. The discussion in Sec. 2.2 has shown that the results for this

shunted situation can be translated to the current-voltage characteristic of an

arbitrary system. Of special interest is the relation between the current Is and the

voltage Vs across the junction, which derives from relation (2.3). A sketch of this

intrinsic current-voltage characteristic is shown in Fig. 2.13. The superconducting

phase is characterized by a vanishing linear resistance. The step at the decoupling
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current Idec appears only in the limit K � µ as a consequence of the confinement

of vortex-antivortex pairs. In the insulating phase, the system exhibits a Coulomb

gap with a peak value VW demonstrating the insulating behavior of the wire. Note,

that the Coulomb gap is smeared by quantum fluctuations.

Finally, we turn to the recent experiments on ultrathin superconducting wires

by Bezryadin et al [40] and by Lau et al [41]. These experiments were per-

formed on a large number of amorphous MoGe wires with various cross sections

S ≈ 40 − 100 nm2 and lengths ranging from L ≈ 100 nm to L ≈ 1 µm. They

observe a systematic broadening of the superconducting transition at Tc0 ≈ 5 K

with decreasing cross section S, and even a crossover to an insulating behavior

of the wires. The authors in Ref. [40, 111] concluded, that this cross over is a

manifestation of the superconductor to insulator quantum phase transition pre-

dicted by Zaikin et al. [14] appearing for a normal resistance RN = RQ. This first

finding turned out to be erroneous as measurements performed on longer wires

indicated that the crossover appears rather at Rξ ≈ RQ [41]; a proper explanation

of the experimental results is still missing today. Here, we examine these exper-

imental observations in terms of a phase slip driven superconductor to insulator

quantum phase transition. We find that the sound velocity cs is in the range

cs ∼ 106 m/s implying that the energy scale h̄πcs/L ∼ 20 K is even above the

mean field superconducting transition temperature Tc0 ∼ h̄/κ. As a consequence,

these wires are extremely short in terms of bosonic fluctuations and the phase slip

dynamics is dominated by the coupling to the environment, while the signature

of the phase transition in the infinite system play a minor role. The experimental

setup excludes the existence of a parallel shunt resistor. Then, the wire is voltage

biased and the impedance of the current carrying lead plays an important role;

see the discussion in Sec. 2.2. Therefore, the observation of a phase-slip driven

quantum phase transition studied in this chapter requires special current carrying

leads allowing for a nearly frequency independent impedance up to frequencies

1/κ [25, 26]. Unfortunately, such a high control of the environment has not been

achieved in the experiments on ultrathin wires [40, 41], indicating that a different

mechanism drives the observed crossover. We expect that this different mecha-

nism is provided by the high resistivity of the wires with Rξ ≈ RQ. Then, the

vortex fugacity λ becomes large with λ ∼ 1, and the instanton expansion turns

invalid, while the fermionic renormalization becomes very important.

In conclusion, phase slips are a fluctuation induced perturbation of the mean-

field superconducting ground state. A finite wire exhibits a quantum phase tran-
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sition, where the competition between internal parameters of the wire and the

external parameters of the environment entails a rich phase diagram. The in-

sulating phase is characterized by a Coulomb gap. The current experimental

techniques of fabricating ultrathin wires [40, 41] combined with a setup allowing

for the implementation of a well defined environment [25, 26], puts the observation

of a phase slip driven quantum phase transition in thin superconducting wires

into experimental reach and defines a challenging task for future experiments.
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Chapter 3

Superfluidity versus Bloch

Oscillations in Confined Atomic

Gases

3.1 Introduction

Bose-Einstein condensation [53, 54] and superfluidity [112] are basic characteris-

tics of bosonic quantum gases and fluids. While the Bose-Einstein condensate (of

density n0) is a thermodynamic quantity characterizing off-diagonal-long-range

order, the superfluid density ns describes the response to a perturbation in the

broken phase [6]. In real quantum liquids, such as bulk 4He, condensation and

superfluidity appear in unison, but in general one may be realized without the

other. For example, noninteracting Bose gases in three dimensions form a con-

densate without superfluidity as the critical velocity vanishes. In 2D, a quantum

liquid such as 4He exhibits quasi-long-range order below the Kosterlitz-Thouless

transition temperature TKT. This quasi-long-range order is sufficient to establish

a superfluid response, hence superfluidity appears without a true condensate. In

one dimension superfluidity and quasi-long-range order may survive only at zero

temperature.

First attempts to probe the (bulk) superfluid properties in condensed atom

gases have been carried out recently [61]. The Bose-Einstein condensate is per-

turbed by a moving laser beam which creates excitations above a critical ve-

locity, while below the critical velocity the motion appears free of dissipation.

The results on the critical velocity are in rough agreement with expectations

51
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deriving from a weak coupling analysis based on the Gross-Pitaevskii theory

[113, 114, 63, 115, 116, 64]. An interesting question then arises regarding the

interplay of superfluidity and enhanced thermal/quantum fluctuations due to di-

mensional reduction. In this chapter we study the superfluid properties of (quasi)

one-dimensional bosonic atom gases in traps with finite geometries, where quan-

tum phase slips tend to destroy superfluidity. The results are compared to the

thermodynamic limit of an infinitely long tube. While interesting on their own,

these questions have attracted much attention recently, as novel atom chip tech-

nology [84, 117], magnetic traps with high aspect ratios [81], and optical 2D

lattices [118, 69] allow for the experimental realization of strongly confined atom

gases exhibiting large quantum fluctuations.

The destruction of dissipation free-flow in one dimensional superconductors

and superfluids is triggered by the appearance of quantum phase slips as discussed

by Zaikin et al. [14] and in chapter 2 for metal wires and by Kagan et al. [119, 34]

for superfluid rings. The superfluid flow can be set up in different ways: first, the

flow can be driven by a phase difference across the reservoirs. On the other hand,

the motion of an impurity with velocity v in a superfluid also induces a local

flow and offers a different experimental realization for studying transport. Here,

we derive an effective low energy action describing the dynamics of the phase

difference across a moving impurity. The quantum nucleation rate for phase slips

determines the response: at finite temperatures the infinite system exhibits a

linear response and hence is not superfluid, ∆µ ∝ v with ∆µ the drop in the

chemical potential across the impurity. This contrast with the ring geometry

where interactions quench the phase slip nucleation below a critical velocity, thus

establishing a superfluid response. In a finite tube the quantum phase slips

proliferate and the new non-superfluid ground state exhibits Bloch oscillations in

the chemical potential difference across the moving impurity, ∆µ ∝ sin(2πnvt)

with n the 1D atom density. The physical origin of these oscillations is found

in the particle quantization: the moving impurity enhances the particle density

in front, producing a chemical potential difference across the impurity, which in

turn is released each time an atom tunnels through the impurity.

In Section 3.2, we discuss the different setups for driving a flow through an

impurity: whether the flow is driven by a phase difference in the reservoirs or by

a moving impurity with velocity v mainly differs in a Galilei transformation of

the system. We then focus on the moving impurity in a superfluid and present

the derivation of the effective action for the phase difference across the impurity
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(Section 3.3) for the case of a weakly interacting Bose system. This derivation

starts from the Gross-Pitaevskii equation and represents a consistent expansion

in the low frequency limit. The response to the driving force induced by the

motion of the impurity shows a quantum phase transition which is discussed in

Section 3.4.1, while the calculation of the quantum nucleation rate is carried

out in Section 3.4.2. Finally, we focus on realistic systems of finite size in the

last section 3.5, and discuss the two opposing geometries separately. The results

discussed in this chapter have been published in [120].

3.2 Experimental setups

Transport properties in charged superfluids are conveniently studied by current

biasing the circuit via external electrical devices. In particular, using such exper-

imental setups the quantum fluctuations of the superconducting wave function

in a small Josephson junction device [22] and in thin superconducting wires have

been examined [13, 40]. The corresponding theoretical description is based on a

fixed phase difference between the superconducting leads driving the flow in the

system [17, 14] and the quantum nucleation of phase slips leads to a non trivial

current-voltage characteristic (a flow-pressure characteristic for uncharged super-

fluids, respectively). Similar results have been derived by studying the stability

of a supercurrent in a ring for charged [34] and uncharged superfluid [119], where

the phase difference across the reservoirs is replaced by the condition of period-

icity across the ring, or the renormalization of the critical current of a Josephson

junction in a flux driven superconducting ring [35].

Recently, a new type of experiments has been set up determining the super-

fluid flow of a weakly interacting Bose-Einstein condensate around an impurity

[61]. In this setup the flow is induced by the motion of an impurity, e.g., a laser

beam repelling the atoms from its focus. Galilei invariance then implies that this

setup differs only by a Galilei transformation from the usual setup used in the

analysis of superconducting systems. While these experiments have been per-

formed in bulk superfluids, here we study quasi one-dimensional situations with

a small transverse channel size, where the excitation energy for transverse modes

is larger than the temperature and the characteristic energy scale of the longitu-

dinal modes. The relevant design parameters of an experiment allowing for the

observation of interesting quantum effects will be discussed in Section 3.6.
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v

v
(a)

(b)
v

(c)

Figure 3.1: Superfluid in a small thin cylindrical trap with a moving impurity:

(a) infinite wire,(b) ring structure with periodic boundary condition for the con-

densate wave function, (c) finite system of length L with closed ends.

The effect of phase slips is most conveniently studied in a superfluid ring with

length L where the impurity is moving with uniform velocity v (see Fig. 3.1(b)).

The creation of a phase slip leads to an additional winding of the superfluid

phase describing an acceleration of the superfluid, which in turn is related to

a suppression of the order parameter, i.e., particles leave the condensate. The

finite length L together with the periodic boundary conditions provides us with

a quantization of the velocity of the superfluid in units 2vL = 2πh̄/Lm, i.e., a

phase slip leads to an increase of the mean velocity by 2vL. As a consequence, the

relative velocity vrel between the superfluid and the uniformly moving impurity

decreases by a rate which can be estimated as

∂tvrel = −2 Γ(vrel) vL, (3.1)

where Γ denotes the quantum nucleation rate for phase slips. When the relative

velocity between the superfluid and the impurity is smaller than the critical ve-

locity necessary for the nucleation of phase slips we reach an equilibrium state.

Switching on the laser beam during a time ∆t the amount of energy transferred
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to the superfluid is given by

∆E =
∫

∆t
dtΓ(v)EPS(v), (3.2)

with EPS(v) the energy transferred by a single phase slip event. Two methods

for measuring this energy transfer have been applied in experiments on bulk

superfluids: the determination of the heating of the condensate by measuring

the thermal fraction [61, 62] and the direct observation of the flow field in the

superfluid by in situ non-destructive imaging of the condensate [62].

Increasing the length of the superfluid ring, finite size effects become irrelevant

and the behavior of the ring approaches that of an infinitely long wire. This

situation is illustrated in Fig. 3.1(a). In contrast to the ring setup, the impurity

never returns to its initial position. As a consequence, only parts of the superfluid

are accelerated by a phase slip and waves traveling with a velocity close to the

sound velocity carry away the energy transferred to the superfluid.

Closing the wire with impenetrable boundaries at a separation L (Fig. 3.1(c)),

these sound waves are reflected and provide a homogeneous heating of the sample

due to the nucleation of phase slips. In order to avoid contact with the boundaries

the laser beam is oscillating, e.g., v0(t) = ωR cosωt. Such a setup was used in

experiments on bulk superfluids.[61] The oscillation of the impurity results in an

undirected acceleration of the superfluid via phase slip nucleation, and the mean

relative velocity between the superfluid and the impurity does not decrease. The

total amount of energy transferred to the superfluid is again given by Eq. (3.2).

3.3 Effective Action

We start with the Gross-Pitaevskii Lagrangian describing the dynamics of the

confined condensate wave function of the weakly interacting bosons [60]. With

m the mass of the bosons, U the strength of the repulsion, and ρ0 the condensate

density, the Lagrangian in one dimension reads

LGP = ih̄ ψ∂tψ − h̄2

2m
(∂xψ)(∂xψ) − U

2

[
ψψ − ρ0

]2
(3.3)

with ψ and ψ = ψ∗ the bosonic field. The repulsive interaction U produces the

healing length ξ = h̄/
√
mρ0U and a finite compressibility κ related to the sound

velocity cs =
√
κ/mρ0 =

√
ρ0U/m. Comparison of the length scale ξ with the
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scale given by the condensate density 1/ρ0 provides us with a dimensionless pa-

rameter K = πξρ0, the number of particles per healing volume measuring the

relevance of fluctuations. The condition of weakly interacting bosons where a

mean field description is valid translates into K � 1. The energy scale of the in-

teraction is given by the chemical potential µ = ρ0U . Below, we consider the case

of an infinite superfluid and ignore the confining potential Vext of the magnetic

traps: realistic systems with finite geometries will be discussed in Section 3.5.

The impurity is described by a suppression of the chemical potential

Lint = −V (x− vt)ψψ (3.4)

with v the velocity of the impurity. Below, we will consider a short range in-

teraction between the impurity and the superfluid, i.e., V (x) = gξδ(x), with

impurity strength g � µ providing us with a small parameter µ/g. The time

dependence of the impurity potential V (x− vt) can be shifted to the wave func-

tion by applying the variable transformation x → x − vt, t → t mapping the

system into a frame with the impurity at rest. Note that this transformation

differs from a Galilei transformation which acts on the condensate wave function

via ψ → ψ exp[i(xv − v2t/2)/ξcs]. The Lagrangian of the system in the impurity

rest frame then reads

L = ih̄ ψ∂tψ − h̄2

2m
(∂xψ)(∂xψ) − U

2

[
ψψ − ρ0

]2

+V (x)ψψ − ih̄vψ∂xψ. (3.5)

The last term in (3.5) is driving a flow and derives from the variable transforma-

tion.

In order to study the quantum behavior of the superfluid we go over to the

Euclidean action [121]

S =
∫ h̄β

0
dτ
∫
dx
[
h̄ ψ∂τψ + H

[
ψ, ψ

] ]
, (3.6)

with τ the imaginary time, β = 1/T the inverse temperature, and H
[
ψ, ψ

]
the

Hamiltonian density,

H
[
ψ, ψ

]
=

h̄2

2m
(∂xψ)(∂xψ) +

U

2

[
ψψ − ρ(x)

]2 − ih̄vψ∂xψ,

where ρ(x) = ρ0 −V (x)/U . A saddle point solution extremizing the above action

involves ψ and ψ as independent variables; this freedom allows for an analytic
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continuation of the action extending ψ = α+ iβ with α, β ∈ R into the complex

plane via ψ = α + iβ with α, β ∈ C. Performing functional derivatives produces

the equations

−h̄ ∂τψ = − h̄2

2m
∂2

xψ + U
[
ψψ − ρ(x)

]
ψ − ih̄v∂xψ , (3.7)

h̄ ∂τψ = − h̄2

2m
∂2

xψ + U
[
ψψ − ρ(x)

]
ψ + ih̄v∂xψ . (3.8)

Note that with ψ(τ) and ψ(τ) satisfying Eqs. (3.7) and (3.8) the configuration

ψ ∗(−τ + a), ψ∗(−τ + a) is also a solution, with ψ∗ the complex conjugate of ψ

and a ∈ R. Furthermore, for time independent solutions follows ψ = ψ∗, while

the finite temperature demands periodic boundary conditions for ψ and ψ, i.e.,

ψ(x, τ + h̄β) = ψ(x, τ) and ψ(x, τ + h̄β) = ψ(x, τ).

(x,  )τψ

0 ξ−ξ

V(x) 

x

Figure 3.2: Form of the condensate wave function near the impurity: the repulsive

interaction with the impurity potential V (x) leads to a dip in the condensate wave

function. For short range interactions the distortion of the wave function by the

impurity decays exponentially on the scale ξ.

In the following we first derive an effective action for the phase difference

ϑ(τ) = θ(τ, ξ)− θ(τ,−ξ) and ϑ(τ) = θ(τ, ξ)− θ(τ,−ξ) across the impurity in the

infinitely long system (see Fig. 3.1(a)) by integrating out all degrees of freedom

except ϑ and ϑ, where the phase fields θ and θ of the superfluid condensate are

defined via

ψ =
√
ρ0 (1 + h) ei θ, ψ =

√
ρ0

(
1 + h

)
e−i θ. (3.9)
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Here, h and h account for variations in the modulus. The integration is split

into two parts: first the region [−ξ, ξ] containing the impurity and producing the

action Simp, and second, the contribution of the superfluid leads in the regions

[−∞,−ξ] and [ξ,∞] with the actions SR(L) for the right (left) lead. The total

action then reads

S = SR + SL + Simp. (3.10)

Note, that the phase fields θ and θ are compact variables, i.e., two phases θ1

and θ2 with θ2 − θ1 ∈ 2πZ are indistinguishable and describe the same quantum

mechanical state. Then, depending on the setup, the effective variable ϑ can be

compact with ϑ ∈ [0, 2π) or extended with ϑ ∈ R. We will postpone the detailed

discussion of this subtle issue and first present the derivation of the effective

action.

3.3.1 Integrating out the impurity

We start with integrating out the region [−ξ, ξ]. The modulus of the wave func-

tion becomes small due to the repulsion of the condensate by the impurity and

the nonlinear terms in the Gross-Pitaevskii equation (3.7) and (3.8) are relevant.

The dynamics of the wave function is determined by the fast time scale τ0 = h̄/µ.

On the other hand, we will see that the relevant time scale τc = τ0g/µ in the

effective action for ϑ is determined by the strength g of the impurity and with

g � µ the scale τc is much slower than τ0. Therefore, we ignore the dynamics in

(3.7) and (3.8), which implies ψ = ψ∗, and solve the time independent equations

with adiabatic boundary conditions.

Time independent solutions of Eq. (3.7) have been derived by Hakim [114].

The left and the right side of the dip in the wave function (see Fig. 3.2) are

described by the dark soliton solutions

ψ(x)± =
(v/cs + iξλ)2 + exp [λ (x∓ x0)]

1 + exp [λ (x∓ x0)]
eiχ±

(3.11)

with (v/cs)
2 +(ξλ)2 = 1. The wave function is continuous at x = 0, i.e., ψ+(0) =

ψ−(0), determining χ±, while the δ-function interaction enforces the matching

condition
ξ

2

[
∂xψ

+(0) − ∂xψ
−(0))

]
=
g

µ
ψ(0) (3.12)

determining x0. In the relevant limit g � µ, we find gx0/µξ = 1 +
√

1 − v2/v2
c

with vc = µcs/g. The perturbation induced by the impurity decays exponentially
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in the leads and the solution ψ(x) reduces to a phase shift on the scale ξ, i.e.,

ψ(±∞) → √
ρ0 exp(iθ(±ξ)).

Inserting the solution into the action (3.6) produces the effective action for

the region [−ξ, ξ] describing the corresponding phase difference ϑ = θ(ξ)−θ(−ξ).
For a strong interaction parameter g � µ this action takes the form of the usual

Josephson coupling term

Simp =
∫
dτ {EJ [1 − cosϑ(τ)] − h̄ρ0vϑ(τ)} (3.13)

with the Josephson coupling energy EJ = Kµ2/gπ and the mean field solution

for the flow dependent phase shift across the impurity

v = vc sin ϑ (3.14)

with the critical velocity vc = csµ/g.

3.3.2 Integrating out the leads

Next, we focus on the contribution of the leads. The superflow in the leads is

limited by the small critical velocity of the impurity, producing perturbations h,

h, ∂xθ, ∂xθ, ∂τθ, and ∂τθ of order µ/g. Inserting the ansatz (3.9) into (3.8), the

modulus and phase decouple to lowest order in µ/g, and the equations for the

phases θ and θ take the form

−τ0 ∂τθ(x, τ) + (ξ2/2) ∂2
xθ(x, τ)=sin 2

[
φ−(x, τ)

]
, (3.15)

τ0 ∂τθ(x, τ) + (ξ2/2) ∂2
xθ(x, τ)=sin 2

[
φ−(x, τ)

]
, (3.16)

with φ±(x, τ) = [θ(x, τ) ± θ(x, τ)]/2. The left side defines a diffusion equation,

while the right side describes a nonlinear coupling of the phases. The Eqs. (3.15)

and (3.16) decouple for time independent solutions (ψ = ψ∗ which implies φ− = 0)

and a linearization in φ− is justified for a slow time dependence. Applying a

Fourier transformation then leads to

−ξ2k2


 φ+

φ−


 =


 0 2iωτ0

2iωτ0 4




 φ+

φ−


 , (3.17)

defining modes with a dispersion relation −ω2/c2s = k2 (1 + ξ2k2/4) [122]. Next,

we solve (3.17) for the phases in the right lead x > ξ with the boundary conditions
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φ±(x→ ∞, τ) = 0 and φ+(ξ, ω) = p(ω) and φ−(ξ, ω) = q(ω),

φ+(x, ω) =
1

λ− − λ+

{
[λ− p− 2iωτ0 q] e

−s+(x/ξ−1) (3.18)

− [λ+ p− 2iωτ0 q] e
−s−(x/ξ−1)

}
,

φ−(x, ω) =
λ+λ−
λ− − λ+

{
λ− p− 2iωτ0 q

2iωτ0λ−
e−s+(x/ξ−1) (3.19)

−λ+ p− 2iωτ0 q

2iωτ0λ+
e−s−(x/ξ−1)

}
,

with λ± = 2(1±
√

1 − ω2τ 2
0 ) and s± =

√
λ±. Inserting the solution back into the

effective action SR, Eq. (3.6), we concentrate on the first term (the second term

involves the Hamiltonian H =
∫
dxH which is conserved under time evolution

and therefore does not contribute). Linearizing in the small quantities h, ∂xφ,

and ∂τφ, (h, ∂τθ, ∂xθ, respectively), the variations h and h of the modulus drop

out and the action is determined by the phase fields alone,

SR = h̄ρ0

∫ ∞

−∞

dω

π

∫ ∞

ξ
dx i ω φ+(x, ω) φ−(x,−ω) . (3.20)

(Note that at finite temperature the integration
∫∞
−∞ dω/2π is replaced by the

corresponding summation over Matsubara frequencies: 1/(h̄β)
∑

s with ωs =

2πs/h̄β, s ∈ Z). A straightforward calculation leads to the effective action for

the phases φ+(ξ, τ) = p and φ−(ξ, τ) = q on the right side of the weak link

SR =
h̄K

π

∫ ∞

0

dω

4π

ω

(1 + ωτ0)1/2

[
|p+iq|2 2 + ωτ0

1 + ωτ0
− 2|q|2

]

with K = πρ0ξ the number of particles per healing length. An expansion in ωτ0

is equivalent to an expansion in vc/cs and we obtain to lowest order

SR =
h̄K

π

∫ ∞

−∞

dω

4π

[
|ω||p|2 + 2iωp∗q

]
. (3.21)

The first term is a Caldeira-Leggett type damping [17] for p with the kernel

Q(ω) = K|ω| and describes the flow of energy into the leads via sound waves.

The second term accounts for accumulation of particles at the boundary and

produces a ‘charging’ energy across the impurity.

3.3.3 Action for the phase difference

An analogous calculation with θ(−ξ, τ) and θ(−ξ, τ) adds a similar effective action

for the phase on the left side of the link. Adding up terms from the leads and the
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link, we obtain the total effective action for the phase differences ϑ(τ) = θ(ξ, τ)−
θ(−ξ, τ) and ϑ(τ) = θ(ξ, τ) − θ(−ξ, τ) across the weak link (minimization with

respect to the ‘center of mass’ variable ϑcm(τ) = θ(ξ, τ) + θ(−ξ, τ) gives ϑcm = 0

and ϑcm = 0, respectively). Introducing the notation ϕ± =
[
ϑ(τ) ± ϑ(τ)

]
/2 we

obtain

S
h̄

=
K

2π

∫
dτ

[∫
dτ ′

[ϕ+(τ) − ϕ+(τ ′)]
2

4π (τ − τ ′)2 − ϕ−(τ)∂τϕ
+(τ)

]

+
∫
dτ

{
EJ

h̄

[
1 − ϕ−(τ)2

2
− cosϕ+(τ)

]
− ρ0vϕ

+(τ)

}
.

Integrating out the phase ϕ− = −(h̄K/2πEJ) ∂τϕ
+ in S provides a mass term

h̄
∫
dτ (h̄/EC)(∂τϕ

+)2/2 with EC = 4π2EJ/K
2. Collecting terms and calling

ϕ+ = ϕ our new variable, the effective action across the link then is equal to

the action for a particle with mass h̄/EC and damping η = K/2π in a periodic

potential and driven by the force ρ0v,

S
h̄

=
∫
dτ

{
K

2π

∫
dτ ′

[ϕ(τ) − ϕ(τ ′)]2

4π (τ − τ ′)2 +
h̄

EC

[∂τϕ(τ)]2

2

+
EJ

h̄
[1 − cosϕ(τ)] − ρ0vϕ(τ)

}
. (3.22)

The time scale τc determining the dynamics of this action becomes

τc =
Kh̄

π

1

EJ
=

4πh̄

K

1

EC
=
g

µ
τ0 (3.23)

and derives from comparing the different terms in the action K/4π ∼ h̄/ECτc ∼
EJτc/h̄. The quantity ∫ ∞

−∞
dx∂xφ

+(x, τ) = 2πk (3.24)

defines a winding number k ∈ Z. A change of the phase from ϕ → ϕ + 2πn

modifies the winding number according to k → k + n via the emission of sound

waves into the leads. Therefore, two states with ϕ1 − ϕ2 ∈ Z are distinguishable

and the phase ϕ is an extended variable with ϕ ∈ R.

The action (3.22) is known to describe a resistively and capacitively shunted

Josephson junction (RCSJ-model) [98] between two charged superconductors.

The quality factor defined by Q =
√
EJ/(η2EC) separates two regimes: the

junction is overdamped with the damping dominating over the inertia for Q < 1,

while for Q > 1 we enter the underdamped regime with a hysteretic current-

voltage characteristic [98]. In the uncharged situation considered here Q = 1 and
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the action is at the boundary between the overdamped and the underdamped

regime. Then effects leading to hysteretic behavior become only relevant for

velocities close to the critical velocity v ∼ vc and are neglected in the following

considerations.

3.4 Infinite Geometry

3.4.1 Thermodynamics

The action (3.22) appears in many contexts with the dimensionless parameter

spreading over the entire range K ∈ [0,∞) [22, 23, 123]. Therefore, we drop the

condition of weakly interacting bosons (K � 1) and study the thermodynamics

of (3.22) for any value of K. The thermodynamics of the system is determined

by the partition function Z. First we calculate the partition function via a

perturbative expansion in the Josephson coupling strength EJ . This maps the

model to that of charged particles with logarithmic interaction in one-dimension,

[23]

Z =
∞∑

n

E2n
J

22n (n!)2

∫ h̄β

0

2n∏

i

dτi
h̄

exp


1

2

∑

i6=j

νiνjG (τi − τj)


 , (3.25)

with β = 1/T the inverse temperature and the charge neutrality condition
∑

i νi =

0 where νi = ±1. The interaction between the particles is determined by the

correlation function

G(τ) = 2 〈ϕ(τ)ϕ(0)〉 =
1

K
ln



(
h̄β

π
ωc

)2

sin2

(
πτ

h̄β

)
 , (3.26)

where ωc is a cut-off depending on the short distance behavior of the system.

This expansion is convergent for K < 1.

On the other hand, we can also apply instanton techniques and expand the

phase field in (3.22) in kink-antikink–pairs ϕ(τ) =
∑n

i g+(τ − τ+
i ) + g−(τ − τ−i ),

where a single kink can be expressed by the trial function g± = ±2 arctan(2τ/τc).

Then the system also maps onto a gas of charged particles with logarithmic

interaction (3.25), but the interaction between a kink-antikink pair is given by

G(τ) = K ln



(
h̄β

πτc

)2

sin2

(
πτ

h̄β

)
− ln

EJτc
yh̄

, (3.27)
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i.e., the interaction strength is reversed, 1/K → K. The single kink fugacity y

is determined by fluctuations around the kink solution and by the short distance

behavior of the system. The instanton expansion converges for K > 1. The above

mappings imply some kind of duality between the weak (K < 1) and the strong

(K > 1) coupling regimes. This duality will be further discussed in appendix D.

The system shows a quantum phase transition at K = 1 [23]. For K < 1

the ground state is described by a delocalized state for ϕ with a linear response

and characterizes a normal flow across the impurity, i.e., quantum fluctuations

destroy the phase coherence between the superfluid on the left and right side

of the impurity. On the other hand, for K > 1 the phase ϕ is localized in

a minimum of the potential allowing for a superfluid flow across the impurity.

However, quantum fluctuations lead to a finite nucleation rate of phase slips

describing a nonlinear response to an applied driving force v. We will calculate

this nucleation rate in the next section via an instanton expansion.

For the above trial function g± the time dependence becomes fast near the

center of the kink, and therefore the phase φ−(x, τ) becomes large. However, the

region of large φ−(x, τ) is limited by ξ along x and by the width τc of the kink

along the τ direction while the relevant behavior of the phase is determined by

the region where the phase φ− is small (Eq. (3.19) shows that the asymmetric

part satisfies v ∼ τ0ωu for |x| > ξ instead of v ∼ τcωu and therefore is suppressed

by vs/cs). Then, corrections from the region where the linearization in (3.15) and

(3.16) is not justified can be included in the single kink fugacity y and merely

lead to a renormalization of the prefactor for the quantum nucleation rate.

3.4.2 Quantum Nucleation of Phase Slips

For weakly interacting Bose-Einstein condensates we have the relation K > 1 and

the nonlinear response can be calculated via instanton techniques. The instanton

describes a saddle point solution of the action (3.22) and the quantum nucleation

rate Γ takes the form [107] Γ = A exp(−SI/h̄) with SI the action of the instanton,

while the prefactor is determined by the fluctuations around the classical saddle

point solution. Approximating the instanton by a kink-antikink–pair separated

by the distance τ leads to the action

S
h̄

= K ln



(
h̄β

πτc

)2

sin2

(
πτ

h̄β

)
− 2πρ0vτ . (3.28)



64 CHAPTER 3. SUPERFLUIDITY VERSUS BLOCH OSCILLATIONS

The first term describes the logarithmic attraction between a kink-antikink–pair

as seen in the previous section, while the linear repulsion arises from driving the

system via the motion of the impurity. For T = 0 the instanton is determined by

the saddle point of the action (3.28) at τ = K/(vπρ0) and neglecting fluctuations

leads to the decay rate Γ ∼ h̄(v/vc)
2K/EJ . However, fluctuations in the size

τ of the kink-antikink–pair are relevant and can be included by calculating the

quantum nucleation rate via the relation [109]

Γ =
y2

τ 2
c

∫ h̄β

τc

dτ exp

[
−S(τ)

h̄

]
, (3.29)

where the convergence is obtained by an analytic continuation of the integration

contour as described in Refs. [107]. The fugacity y is independent of the temper-

ature T and the driving force v and is determined by the remaining fluctuations

around the instanton solution.

At finite temperature, thermal fluctuations can also lead to the nucleation of a

phase slip decelerating the superfluid with a rate denoted by Γ− in contrast to the

rate Γ+ for phase slips accelerating the superfluid. The experimentally relevant

quantity then is the difference of the two rates Γ = Γ+−Γ− describing the excess

of phase slips accelerating the superfluid. The calculation of the integral (3.29)

provides us with Γ+(v), while an analytic continuation to values −v produces an

expression for Γ−. The quantum nucleation rate finally becomes [109]

Γ =
y2

τc

(
2πτc
h̄β

)2K−1

sinh (πρ0h̄βv)
|Γ (K + iρ0vh̄β)|2

Γ(2K)
. (3.30)

The finite temperature introduces an energy scale T and comparing this scale to

the driving force h̄ρ0v we obtain two different regimes in the response function

(3.30),

Γ =





2π2y2

τc

Γ(K)2

Γ(2K)
ρ0vτc

(
2πTτc
h̄

)2K−2

,
ρ0v

K
� T

h̄
,

πy2

τc

1

Γ(2K)
(2πρ0vτc)

2K−1,
ρ0v

K
� T

h̄
.

(3.31)

At zero temperature the quantum nucleation is algebraic with an exponent 2K−1,

while a finite temperature and small driving forces lead to a linear quantum

nucleation rate with an algebraic temperature dependence , see Fig. 3.3.

Finally, we calculate EPS, the energy transferred to the superfluid by a single

phase slip. We have previously noted that the quantity H =
∫
dxH is conserved
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Γ∼
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v

Figure 3.3: Quantum nucleation rate of phase slips: while for low temperatures

T/h̄� ρ0v/K the nucleation rate is algebraic Γ ∼ v2K−1, a linear regime appears

at high temperatures T/h̄ � ρ0v/K with a crossover to an algebraic regime at

the velocity vT = πT/mcs.

under time evolution. This integral of motion differs from the energy of the

interacting Bose system only by the driving term and we obtain

EPS =
[
ivh̄

∫
dxψ∂xψ

]

τ=0
= 2πh̄ρ0v. (3.32)

Note, that this energy coincides with the gain in potential energy EJ(1−cosϕ)−
h̄ρ0vϕ by a transition from ϕ → ϕ + 2π. Then, the tunneling appears from one

potential minimum to its neighboring one and the gain in potential energy is

dissipated via sound waves into the leads.

The quantum nucleation rate Γ and the energy transfer EPS of single phase

slip to the superfluid are sufficient to calculate the total energy transfer to the

superfluid via Eq. (3.2). Note, that a phase slip also leads to a finite chemi-

cal potential difference ∆µ = 2πh̄Γ between the superfluid on the left and the

right side of the impurity. This relation can also be interpreted as an algebraic

pressure-flow characteristic, in analogy to the nonlinear current-voltage response

in charged superconductors [14].

3.5 Finite Geometries

For a finite system, the superfluid response strongly depends on the particular

geometry. We consider two geometries: a ring and a finite tube. In both situa-

tions, the finite length L of the systems enters the phase slip dynamics via the
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boundary conditions: in the ring geometry the superfluid phase is single valued

implying periodic boundary conditions, while in a tube the superflow vanishes at

the boundary providing Neumann boundary conditions. As a consequence, the

response of the two systems behaves very different at low drives: while in the

ring quantum fluctuations are quenched and the superfluid flow is restored, the

quantum fluctuations reduce the phase coherence across the impurity in the tube

and the ground state is determined by a fixed ‘quasinumber‘ N giving rise to

‘Bloch oscillations’. At higher drives, the response depends on the relation be-

tween the characteristic frequencies: quantization of the linear modes cs/L due

to the finite size, the finite temperature cs/ξT = T/h̄, finite drive ρ0v/K of the

moving impurity, and the cut-off scale 1/τc = cs/ξc.

3.5.1 Ring

We start with the superfluid ring containing a moving impurity (see Fig. 3.1(b)).

This setup is characterized by periodic boundary conditions for the condensate

wave function, i.e., ψ(x, τ) = ψ(x+L, τ), leading to a quantization of the velocity

of the superfluid in units of 2vL = 2πh̄/Lm = 2Kcs/ρ0L and allows for the

definition of a winding number k (see below). Integrating out the leads (see

Section 3.3.2) replaces the Caldeira-Leggett damping kernel K|ω| in the effective

action (3.21) by

Q(ω) = Kω coth
ωL

2cs
=





2Kcs/L, ω < 2cs/L,

K|ω|, ω > 2cs/L.

(3.33)

Two effects modify the kernel: first, the existence of a winding number defines

an extended quantum variable ϕ. Second, the compactness of the loop induces

a self-interaction resulting in an additional static potential (h̄Kcs/2πL)ϕ2 which

quenches the low frequency quantum fluctuations in the phase ϕ. Then the

effective potential takes the form

V (ϕ) = EJ [1 − cosϕ] +
ER

2
ϕ2 − h̄ρ0vϕ (3.34)

with ER = h̄ρ0vL/π. This static potential ERϕ
2/2 describes the kinetic energy of

the flow in the ring and removes the degeneracy of the minima characterizing the

undriven (v = 0) infinite (L = ∞) system, see Fig. 3.4. The minima ϕk of (3.34)

are characterized by the winding number k ∈ Z with ϕk ∈ [2π(k − 1/2), 2π(k +
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1/2)). The precise values of the phases ϕk follow from minimizing (3.34) and

satisfy

vrel = vc sinϕk = v − vL

π
ϕk, (3.35)

where the first term is the flow induced by the motion of the impurity, while the

second term describes the flow of the superfluid in the leads. The relative velocity

vrel between the impurity and the superfluid is determined by the Josephson

relation vrel = vc sinϕ. In analogy with the infinitely long system the winding

number k allows to distinguish two states of the phase with ϕ1 − ϕ2 ∈ 2πZ and

the phase is an extended variable ϕ ∈ R.

ε+ ε-

EJ

0

ϕ0

2π

ϕV(   )

Figure 3.4: Effective potential V (ϕ) in a ring: the additional quadratic term

ERϕ
2/2 removes the degeneracy of the minima at zero drive. Shown here is

the situation v < vL where the winding number k = 0 characterizes the absolute

minimum. The neighboring minima are lifted in energy by ε± = 2π2ER±2πh̄ρ0v.

The minimum ϕk with |v − 2vLk| < vL is an absolute minimum describing a

stable state. The properties of the system are then described by the appropriate

density matrix for the equilibrium state. The response X = 〈∂tϕ〉 to an applied

driving force with |v − 2vLk| < vL vanishes identically and is a thermodynamic

quantity, while different velocities only describe different equilibrium states. The

slowest time scale for equilibration is determined by transitions into nearby states

ϕk±1 due to thermal activated tunneling given by rates Γ±. For T = 0, these rates

vanish, while the rates Γ± at high temperatures ξT < L are calculated below, see

Eq. (3.39).

For short systems with L < ξc, the characteristic velocity vL of the ring is

larger than the critical velocity vc of the impurity. Then there exists only one
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solution of equation (3.35) with the winding number determined by |v− 2vLk| <
vL, and the system is always in a thermodynamic state. In the following, we

restrict our considerations to large rings with L > ξc and study the behavior at

higher drives with |v− 2vLk| > vL. Then, the state ϕk is metastable. Transitions

to the next minima ϕk±1 via quantum nucleation of phase slips with the rates

Γ± (these rates will be calculated below) lead to an increase of the winding

number k and drive the system towards equilibrium. In the case of strong drives

|v − 2vLk| � vL, this equilibration shows a similar behavior of the phase as a

finite response X = 〈∂tϕ〉 = 2π(Γ+ − Γ−). Then we recover the physics of the

infinitely long system.

On the other hand at moderate drives vL < |v − 2vLk| the ring structure of

the system is relevant and the rates Γ± describe the equilibration of the non-

equilibrium state ϕk into the ground state. The quantum nucleation rates Γ±

can be calculated via instanton techniques analogous to those used for the infinite

wire. In the following we approximate ϕk − ϕk+1 ≈ 2π, and the relative velocity

vrel ≈ v − 2kvL.

At low temperatures, i.e., ξT > L, the real space periodic boundary conditions

dominate over the imaginary time periodicity. The instanton expansion maps the

system to charged particles with the interaction between a kink-antikink–pair

determined by

S/h̄ = K ln

[(
L

πcsτc

)2

sinh2 πcsτ

L

]
− 2πρ0vrelτ . (3.36)

Comparing to the result in the infinite wire with periodic boundary conditions

in imaginary time, Eq. (3.28), the low frequency cut-off h̄β is replaced by L/cs

and the sine goes over into the hyperbolic sine. At large distances τ > L/cs, the

first term in Eq. (3.36) describes a linear attraction and leads to the confinement

of kink-antikink–pairs. For velocities vrel < vL = πcsξ/L the linear repulsion

due to the driving term is weaker than the attraction and no saddle point exists

in (3.36); the quantum nucleation rate vanishes below the threshold velocity vL

in agreement with the above static analysis. On the other hand, high driving

velocities vrel � vL probe the short distance behavior of the interaction at the

time scale τ ∼ K/ρ0vrel where we recover the logarithmic attraction between

a kink-antikink–pair. The quantum nucleation rate (3.29) with the interaction



3.5. FINITE GEOMETRIES 69

(3.36) leads to

Γ+ =
πy2

τc

(
2πξc
L

)2K−1
1

Γ(2K)

Γ [K (vrel/vL + 1)]

Γ [1 +K (vrel/vL − 1)]
. (3.37)

Note that the rate Γ+ denotes transitions to the state ϕk+1 with lower en-

ergy, while the rate Γ− describing transitions to the state ϕk−1 with higher en-

ergy vanishes at T = 0 and is exponentially suppressed for finite temperatures

Γ−/Γ+ ∼ exp(−ξT/L). At high drives vrel/vL � 1 the rate (3.37) reduces to the

zero temperature result Eq. (3.31). At the threshold vrel = vL the nucleation rate

is finite and becomes

Γ+(vL) =
πy2

τc

(
2πξc
L

)2K−1

. (3.38)

For lower drives, the nucleation is prohibited by energy conservation and only

thermally activated tunneling is possible.

Turning to high temperatures, i.e., ξT < L, the Matsubara frequencies ωs =

2πs/h̄β with s ∈ Z probe the ohmic part K|ω| in the kernel (3.33) and the

finite ring differs from the infinite system only by a static potential term for

s = 0. Then the nucleation rate for a transition ϕk → ϕk±1 is determined

by a calculation similar to the one leading to (3.30) but with the driving force

ε± = ±h̄ρ0v renormalized by the additional term in the potential (3.34), i.e.,

ε± = V (ϕk±1) − V (ϕk). The quantum nucleation rates become

Γ± =
y2

2τc

(
2πτc
h̄β

)2K−1

exp
(
πβε±

) |Γ (K + iβε±)|2
Γ(2K)

. (3.39)

For vrel � vL, the driving term ε± reduces to ±h̄ρ0v and we recover the nucleation

rates for the infinite system.

3.5.2 Tube

Next, we study a superfluid in a finite length tube and perturbed with a moving

laser beam (see Fig. 3.1(c)). We approximate this setup by a circular tube of finite

length L. The flow of the superfluid vanishes at the ends of the tube providing us

with the boundary conditions ∂xφ(−L/2, τ) = ∂xφ(L/2, τ) = 0. The finite size

produces a quantization of the modes in the leads which suppresses the spectral



70 CHAPTER 3. SUPERFLUIDITY VERSUS BLOCH OSCILLATIONS

density and modifies the damping kernel K|ω| in (3.21) at low frequencies,

Q(ω) = Kω tanh
ωL

2cs
=





K
L

2cs
ω2, ω < 2cs/L,

K|ω|, ω > 2cs/L.

(3.40)

The low frequency action then reduces to that of a capacitively shunted Josephson

junction,
S
h̄

=
∫
dτ

{
h̄

EL

(∂τϕ)2

2
+
EJ

h̄
[1 − cosϕ] + L>

}
, (3.41)

with the ‘charging’ energy EL = 4πh̄cs/KL. The additional term L> accounts

for high frequency contributions ω > 2cs/L and includes kinetic and dissipative

terms similar to (3.22). For long wires L > ξc the mass term (h̄/EC) ω2ϕ2 in L>

is small as compared to the charging term in (3.41), while such a term ∝ E−1
C

does not appear altogether in short wires with L < ξc.

The classical limit of the system describes a phase localized in one potential

well characterizing a superfluid flow across the impurity. The dynamics of the

phase ϕ follows from the real time Euler-Lagrange equation of the action (3.41).

For short systems with L < ξc the characteristic energy scale satisfies
√
EJEL/h̄ =√

L/ξc (2cs/L) < 2cs/L and we can neglect contributions from L>. Then the

Euler-Lagrange equation takes the form

d2

dt2
ϕ+

EJEL

h̄2 sinϕ =
ρ0EL

h̄
v. (3.42)

This equation has been derived by Giovanazzi et al. [115] using a variational

product Ansatz ψ(x, t) = ψ(x)f(t) for the condensate wave functions in the

leads. Such an adiabatic form describes a ‘rigid’ wave function and applies to the

situation where the eigen-dynamics in the leads is quenched due to their small

size L < ξc. On the other hand, for systems with L > ξc excitations in the

leads are important and give rise to dissipation via the radiation of sound waves

producing an additional dissipative term ∝ η dϕ/dt in (3.42).

Quantum fluctuations drastically change the classical behavior. Transitions

through tunneling from one minimum of the potential EJ [1 − cosϕ] to the next

appear with a finite hopping amplitude W . For weakly interacting bosons with

EJ/EL = K2L/4π2ξc � 1 a tight binding analysis is applicable: we denote by

|n〉 the ground state for the phase ϕ with the potential EJ [1 − cosϕ] replaced

by its quadratic approximation ∼ EJ/2 (ϕ− 2πn)2. The set |n〉 then describes



3.5. FINITE GEOMETRIES 71

localized phase states within the minima of the potential EJ [1 − cosϕ]. In the

tight binding approximation we neglect the influence of higher states and de-

scribe transitions from |n〉 to |n ± 1〉 through the hopping amplitude W . The

Hamiltonian for the action (3.41) then reduces to

H = −W
2

∑

n

{|n〉〈n+ 1| + |n+ 1〉〈n|}

−2πh̄ρ0v
∑

n

n|n〉〈n|, (3.43)

where the last term describes the driving force induced by the motion of the

impurity (the operator ϕ takes the form ϕ = 2π
∑

n n|n〉〈n| in the site basis |n〉).
This Hamiltonian is equivalent to that of an electron in a crystal driven by an

electric field. At zero drive the energy eigenstates are arranged in a Bloch band,

while a finite electric field leads to ‘Bloch oscillations’ [124]. Gauge invariance

allows us to describe the electric force field eE ∼= h̄ρ0v either by a static poten-

tial as in (3.43), or by a time dependent vector potential eA/c = eEt ∼= ρ0vt

minimally coupled to the momentum. The corresponding unitary transformation

U = exp
[
−2πi (ρ0vt+ N )n|n〉〈n|

]
, (3.44)

maps the Hamiltonian (3.43) to [124]

H = −W
2

∑

n

{
e2π i (ρ0vt+N )|n〉〈n+ 1| + e−2π i (ρ0vt+N )|n+ 1〉〈n|

}
. (3.45)

The real number N is the ‘quasinumber’ and accounts for the gauge freedom. Its

physical meaning will be discussed below.

The hopping amplitude W depends on the details of the damping term in L>.

For systems where the characteristic frequency
√
EJEL/h̄ is smaller than cs/L,

i.e., short tubes with L < ξc, we can drop L> in determining the ground state

properties of (3.41). The tunneling energy is determined within the instanton

approximation and takes the form [107]

W ∼ h̄

τc

L

ξc
exp

(
−K

√
L/ξc

)
. (3.46)

For long tubes with L > ξc the damping term in L> is relevant, i.e., during

the tunneling process involving the time scale τc the phase ϕ interacts with the

sound waves in the leads resulting in a strong reduction of the tunnel energy as
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compared to the result (3.46). The instanton technique then provides us with a

renormalized hopping amplitude [24]

W =
h̄y

τc

(
πξc
2L

)K

, (3.47)

which vanishes in the limit L → ∞, in agreement with the results obtained for

the infinite wire with ohmic dissipation.

Next, we have to discuss the compactness of the phase ϕ. At low temperatures

and low driving forces the above hopping ϕ→ ϕ±2π takes place without exciting

sound modes in the leads. We call such processes diagonal transitions. Then the

two states ϕ and ϕ + 2nπ are indistinguishable, i.e., the phase ϕ is a compact

variable defined on a circle ϕ ∈ [0, 2π), (the states |0〉 and |n〉 are identical).

Therefore the Hilbert space becomes one-dimensional and the Hamiltonian (3.45)

simplifies to

H(t) = −W cos [2π (ρ0vt+ N )] |0〉〈0|; (3.48)

the state |0〉 evolves in time according to |0〉(t) = exp [−i ∫ dtH(t)] |0〉.
At zero driving force, the tunneling of the phase implies that the phase coher-

ence across the impurity, i.e., between the two superfluids on the left and right

hand sides, is reduced. Then the ‘quasi number‘ N on each side is fixed. Displac-

ing the impurity by ∆L � L leads to a different particle density on the left and

right side of the impurity, which is absorbed by the ‘quasinumber’ N = ρ0∆L

introduced via the gauge freedom. The ground state energy takes the form

E(N ) = −W cos(2πN ) (3.49)

and describes a Bloch band in the ‘quasinumber’ N , see Ref. [19] (the ‘quas-

inumber’ N then plays the role of the ‘quasimomentum’ k in a periodic crystal).

Comparing to the classical Josephson effect, where a fixed phase Φ drives the

supercurrent j = jc sin Φ through the Josephson junction, the fixed ‘quasinum-

ber’ N drives the chemical potential difference ∆µ = ∂NH(t) = 2πW sin(2πN )

between the two superfluids. Similarly, ∂tΦ = µ/h̄ → ∂tN (t) = ρ0v. At finite

driving force ρ0v, the system exhibits ‘Bloch oscillations’ in the chemical potential

∆µ = 2πW sin [2π(ρ0vt+ N )]. These oscillations are due to the accumulation

of particles in front of the impurity, the latter allowing only discrete particles to

tunnel. Each ‘Umklapp’ process then describes a particle tunneling through the

impurity.
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Two mechanisms lead to the disappearance of ‘Bloch oscillations’: First, the

tight binding approximation is not valid for driving forces ρ0v or temperatures

T larger than the band gap ∆ =
√
ELEJ . Then transitions to higher bands,

known as ‘Zener tunneling’ [125], become relevant for large drives and describe the

accumulation of particles in front of the impurity, i.e., the absence of ‘Umklapp’

processes quenches the tunneling. The flow across the impurity then does not

match the flow of particles towards the impurity, producing a steady increase in

the chemical potential difference ∆µ. On the other hand for high temperatures

T > ∆ thermal fluctuations lead to transitions into higher bands and the tight

binding analysis is not applicable. Second, the transitions |n〉 → |n ± 1〉 can be

divided in two classes: diagonal transitions without exciting sound modes in the

leads leaving the phase compact at low temperature and low driving forces (see

above), and nondiagonal transitions where the number of excited sound modes

in the leads is changed and the initial and final state can be distinguished by

counting the number of excited sound modes leading to a non-compact phase

variable (the nomenclature is chosen in analogy to the physics of polarons [126];

the Hamiltonian (3.41) for the phase ϕ is equivalent to that of an electron in a

periodic crystal coupled to a bath of harmonic oscillators). For processes involving

frequencies larger than cs/L, i.e., ρ0v > cs/L or T/h̄ > cs/L excitations of sound

modes in the leads become relevant and the nondiagonal transitions compete with

the diagonal transitions.

For short systems with L < ξc the band gap is ∆ =
√
L/ξc(2h̄cs/L) <

2h̄cs/L, and the dominant mechanism for the disappearance of ‘Bloch oscil-

lations’ are transitions into higher bands either due to large driving velocities

v > (2vL/K)
√
L/ξc or high temperatures T > TL

√
L/ξc with TL = 2h̄cs/L. On

the other hand for long systems L > ξc, the presence of nondiagonal transitions

is the relevant mechanism for the breakdown of the ‘Bloch oscillations’ and will

be considered in the following in more detail.

At zero temperature but finite driving force v, the nondiagonal transitions

become relevant for velocities v > 2vL/K. Then we enter a complicated inter-

mediate regime where the physics of Bloch states competes with finite scattering

due to nondiagonal transitions. The situation simplifies for larger drives v > 2vL:

all processes are fast involving frequencies ω > cs/L and the damping term in

(3.41) dominates over the inertia — nondiagonal transitions dominate in this

regime. We thus recover the physics of the infinitely long system: the transitions

|n〉 → |n| ± 1〉 are incoherent with a quantum nucleation rate determined by the



74 CHAPTER 3. SUPERFLUIDITY VERSUS BLOCH OSCILLATIONS

instanton approach, and the states |n〉 and |n ± 1〉 are distinguishable, i.e., the

phase ϕ turn into an extended variable. If the velocity of the impurity is uniform

during a phase slip process, i.e., vτ = vcτc = ξ < R with R the amplitude of the

laser oscillation, the instanton expansion with the damping kernel determined by

Eq. (3.40) provides us with the interaction between a kink-antikink-pair

S/h̄ = K ln

[(
2L

πcsτc

)2

tanh2 πcsτ

2L

]
− 2πρ0vτ . (3.50)

While at small distances the attraction is logarithmic, it vanishes at larger dis-

tances, i.e., the damping term in the action is suppressed and quantum fluctua-

tions become stronger; the latter is the signature of the ground state with fixed

‘quasinumber’ N . Large velocities v > 2vL of the driving impurity probe the

logarithmic attraction via τ ∼ K/ρ0v < L/cs and the quantum nucleation rate

is determined by the result (3.30) for the infinitely long system.

On the other hand, at zero driving force v = 0 but finite temperature T

the breakdown of ‘Bloch oscillations’ appears at the crossover temperature TL =

2h̄cs/L. For T < TL, corrections to the band width W due to the finite tem-

perature are exponentially small W (T ) = W [1 − 4K exp(−πh̄cs/LT )] at low

temperatures [126], but strongly suppress the band width when approaching the

crossover temperature. At high temperatures T > TL all processes are fast in-

cluding the separation τ = h̄β/2 between a kink-antikink pair, and we recover

the physics of the infinitely long wire with the quantum nucleation rate deter-

mined by Eq. (3.30), the finite size of the system being irrelevant. A sketch of the

boundaries in the v− T diagram separating the Bloch type physics at small v, T

from the intermediate and the incoherent tunneling regime is shown in Fig. 3.5.

3.6 Conclusions

The quantum nucleation of phase slips leads to a transfer of energy to the bosonic

system at high drives v > vL but well below the mean field critical velocity

EJ/h̄ρ0 of the impurity. Then the macroscopic quantum tunneling of the phase

can be observed via the heating of the sample, in analogy to the experiment

by Raman et al. [61] (note that our work predicts a dissipation-free low-drive

response and the appearance of a critical velocity for both topologies, ring and

tube). The quantum nucleation rate of phase slips vanishes exponentially in the

dimensionless parameter K and, except for systems with small K, the time scale
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Figure 3.5: Response: for low driving forces v < 2vL/K and low temperatures

T < TL the physics is determined by ‘Bloch oscillations’ with a band width W

and a compact phase ϕ (dark region), while at high temperatures T > TL or high

drives v > 2vL the response is characterized by incoherent tunneling with a rate

Γ and an extended phase ϕ. For temperatures T < TL we have an intermediate

regime for 2vL/K < v < 2vL where the ‘Bloch oscillations’ compete with the

nondiagonal transitions (light region).

for the nucleation of a single phase slip can easily exceed the experimental time

resulting in a superfluid behavior. On the other hand, the Bloch oscillations

at low drives constitute a macroscopic quantum coherence phenomenon leading

to density fluctuations within the leads. Using a second laser beam to probe

the oscillating densities in the leads allows to measure these fluctuations, at

least in principle. However, as each ‘Umklapp’ process involves only one particle

tunneling through the impurity, these oscillations will be small, thus requiring a

high sensitivity in the experiment.

In the following we will discuss the relevant parameters for trapped 87Rb

atoms. The system behaves one-dimensional if the energy scale for transverse

excitations is larger than the energies driving the system, e.g., the driving force

h̄ρ0v due to the motion of the impurity and the temperature T . The energy for

transversal excitations is determined by the level spacing h̄ω⊥ of the harmonic

trap and provides us with the condition

T < h̄ω⊥, h̄ρ0v < h̄ω⊥. (3.51)

We start with Bose-Einstein condensates as described in the review by Dalfovo

et al. [60] where the interaction is weak, i.e., na3 � 1 with n the three dimen-
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sional density and a the scattering length of the bosons related to the interaction

strength U via U = 16h̄2a/(mL2
⊥) (L⊥ is the transverse size of the system).

Typical traps satisfy L⊥ > ξ and the dimensionless parameter K measuring the

relevance of quantum fluctuations can be written as

K =
1

8
√
π

1√
na3

L2
⊥

ξ2
. (3.52)

It follows that the condition of weakly interacting bosons na3 � 1 leads to

K � 1. Then quantum fluctuations are strongly suppressed and the system shows

a superfluid response when driven with a moving impurity. These observation

are in agreement with the estimation by Kagan et al. [119] where they obtained

the stability of a superflow in a one dimensional ring for realistic parameters.

On the other hand new technologies [84] open up the possibility to fabricate

traps with the transverse trapping frequency ν⊥ of the order ν⊥ ∼ 105 Hz and

a length of the sample in the range L‖ ∼ 1 mm. Then transversal excitations

involve energies E⊥ = 2πh̄ν⊥=̂5 µK. Here we give an example of the relevant

parameters for 87Rb atoms with a scattering length a = 5.77 nm.[60] We chose

the one dimensional density ρ−1
0 = 30 nm and obtain the following parameters:

transvere size of the trap L⊥ = 24 nm, healing length ξ ∼ L⊥, the dimensionless

parameter K = πρ0ξ = 2.6, sound velocity cs = 31 mm/s, and chemical poten-

tial µ=̂5 µK. In this parameter range quantum fluctuations are relevant and the

derivation of the effective action (3.22) is justified via the general approach pre-

sented in appendix D, where the mean field values for ξ, K, cs are renormalized

by fluctuations.

In conclusion, geometric confinement of the atom gas boosts the importance

of fluctuations. The superfluid response strongly depends on the particular ge-

ometry: in a ring the phase difference across an impurity is well defined and the

response remains superfluid below the critical velocity vL ∝ 1/L, while in a tube

phase slips proliferate and driving the system induces ‘Bloch oscillations’ in the

chemical potential across the impurity.



Chapter 4

Commensurate-Incommensurate

Transition in Cold Atomic Gases

4.1 Introduction

Recently, subjecting an atomic Bose-Einstein condensate to an optical lattice,

Greiner et al. [69] have succeeded in tuning the system through a quantum

phase transition separating a superfluid (S) from a Mott insulating (MI) phase.

The superfluid is phase coherent and exhibits a sound-like excitation spectrum.

In addition, there are strong fluctuations in the occupation number at any par-

ticular lattice site [70]. In turn, the Mott-insulator is characterized by a density

commensurate with the optical lattice, exhibits a gap in the excitation spectrum,

and is incompressible. The 3D transition involves weakly interacting bosons and

is well understood within the Bose-Hubbard description [47, 68]: the system turns

insulating when the on-site interaction energy U becomes of the order of the hop-

ping energy J . This strong coupling transition is a result of quenching the kinetic

energy by a deep lattice potential.

Confining the atomic gas to one dimension (1D), the strong coupling limit can

be reached without the optical lattice: in 1D, the ratio γ between the interaction-

and kinetic energies per particle scales inversely with the density n and thus it

is the low-density limit which is interacting strongly (Tonks gas) [74]. A new

instability then appears in the strongly interacting 1D quantum gas at γ � 1:

the superfluid ground state of the homogeneous system turns insulating in the

presence of an arbitrarily weak optical lattice commensurate with the density of

the bosons [127]. Here, the condition of a commensurate density means, that the

77
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optical lattice accommodates an integer number of atoms per site. The transition

to the superfluid state then is exclusively triggered by changing the boson density

away from the commensurate density, hence the S–MI transition turns into a

transition of the incommensurate–commensurate type.

In this chapter, we analyze the superfluid to Mott insulator transition for

bosons in 1D in the limit of weakly and strongly interacting gases. This goal

is achieved by a mapping of the boson Hamiltonian to two classic problems. In

the weakly interacting limit, we map the system to the Bose-Hubbard model

[47, 128, 129, 130, 68], while in the strongly interacting limit, we map the boson

Hamiltonian to the sine-Gordon model, which defines an exaclty solvable quan-

tum field theory [131, 132, 133, 134, 135, 136, 137]. Below, we first summarize the

main results providing us with the phase diagram, see Fig. 4.9. A weakly interact-

ing atomic gas subject to an optical lattice is well described by the Bose-Hubbard

model, which starts from a tight-binding model and takes the interaction between

bosons into account perturbatively; the hopping amplitude J(V ) and the on-site

interaction energy U(V, γ) follow from the underlying parameters of the atomic

gas, the dimensionless interaction parameter γ and the amplitude V of the optical

lattice. The phase diagram of the Bose-Hubbard model is well known [47] and

involves insulating Mott-lobes embedded in a superfluid phase, see Fig. 4.1. In

3D, the mean-field analysis for densities commensurate with the lattice provides

the critical parameter U/J |S−MI ≈ 5.8 z, in good agreement with the experimental

findings of Greiner et al. [69] (here, z denotes the number of nearest neighbors).

Going to 1D, fluctuations become important and appreciably modify the mean-

field result: numerical simulations [129, 130] place the transition at the critical

value U/J |S−MI = 2C ≈ 3.84. This result is easily transformed into the γ–V

phase diagram of the weakly interacting atomic gas, once the relations J(V ) and

U(V, γ) to the Mott-Hubbard parameters are known.

Increasing the interaction strength γ, the critical amplitude Vc of the optical

lattice triggering the S–MI transition decreases, see Fig. 4.9; the description of the

atom gas in terms of the Bose-Hubbard model breaks down and we have to look

for a new starting point. For a weak optical potential, a natural choice is the 1D

Bose gas with δ-function interaction, which resides in the strong coupling regime

at small densities n [74]; the presence of the optical lattice is taken into account

perturbatively. The homogeneous 1D Bose gas with δ-function interaction has

been solved exactly by Lieb and Liniger [72, 73]; the corresponding low-energy

physics is properly described in terms of a Luttinger liquid with a parameter K(γ)
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derived from the exact solution, see below. Adding the optical potential ∝ V , we

arrive at the sine-Gordon model; the critical value K(γ, V ) = 2(1 + V/4Er) sep-

arating the Mott insulating phase from the superfluid one determines the phase

line Vc/Er = (γ−1 − γ−1
c )/5.5, with the critical value γc ≈ 3.5. Combining the

results of the Bose-Hubbard- and sine-Gordon models we can complete the phase

diagram for the commensurable situation as shown in Fig. 4.9: most remarkable

is the appearance of a critical interaction strength γc above which an arbitrary

weak optical lattice is able to pin the system into a Mott insulator state. The

presence of this instability is due to the closeness of the dilute 1D Bose liq-

uid to Wigner-crystallization. Tuning the system away from commensurability

with Q ≡ 2π(n − 2/λ) 6= 0 the Mott insulator survives up to a critical misfit

Qc(V, γ). The corresponding physics is similar to that of the commensurate-

incommensurate transition of adsorbates on a periodic substrate as studied by

Pokrovsky and Talapov [138].

For a qualitative understanding of the transition in the strongly interacting 1D

Bose gas, it is useful to consider the limit γ � 1, where the behavior is essentially

that of an ideal Fermi gas [71]. A weak periodic potential V (x) = V sin2(kx), with

a lattice constant such that an integer number i = 1, 2, . . . of particles will fit into

one unit cell, gives rise to a single-particle band structure in which the i lowest

bands are completely filled. The ground state for noninteracting Fermions is then

a trivial band insulator, separated from the excited states by an energy gap which

scales like (V/Er)
i in the limit V � Er. Similar to the Mott phase in the Bose-

Hubbard model, the insulating state has a fixed integer density, commensurate

with the lattice. It remains locked in a finite regime of the chemical potential,

characterizing an incompressible state [47]. Clearly, for a weak periodic potential,

the lowest energy gap with i = 1 is much larger than the higher-order ones. In

this chapter, we will thus focus on the commensurate-incommensurate transition

near integer filling i = 1, where the commensurate phase has maximal stability.

This chapter is organized as follows: In Sec. 4.2, we present the starting Hamil-

tonian accounting for a microscopic description of the bosons. Then, we study

the weakly interacting limit in Sec. 4.3. We present the mapping to the Bose-

Hubbard model and relate the model parameters U and J with the microscopic

parameters γ and V . Knowledge of the phase diagram in the Bose-Hubbard

model then allows to find the phase diagram in the microscopic parameters of

the Bose gas. In Sec. 4.4 the mapping to the sine-Gordon model is introduced

which represents a valid description of the boson hamiltonian for a weak optical
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lattice. The appearance of the new instability is discussed and the phase dia-

gram is presented. Furthermore, the boson-fermion duality is presented in the

limit γ → ∞. These calculations assume a homogeneous situation; the influence

of a trapping potential is presented in Sec. 4.5, where we discuss the resulting

density profiles. Our results are summarized in Sec. 4.6, with a presentation of

the combined phase diagram including the results from the weakly- and strongly

interacting limits. We propose an experimentally realistic setup which allows for

the detection of the Mott insulating phase in the strongly interacting limit under

the influence of a weak optical lattice: the commensurate pinned state may be

identified via its finite excitation gap, or alternatively, via the observation of the

Bragg peaks in the static structure factor. The results presented in this chapter

have been published in Ref. [127].

4.2 Boson Hamiltonian

We start from the microscopic description of the atomic gas. The interaction

between the bosons is taken into account by the effective interaction V (x) =

(4πash̄
2/m)δ(x) [56] with as the scattering length. This pseudopotential ap-

proximation is valid in the dilute limit considered here. Then, the Hamiltonian

becomes

H =
∫
dr

{
ψ+(r)

(
− h̄2

2m
∆ + V (r)

)
ψ(r) +

2πash̄
2

m
ψ+(r)ψ+(r)ψ(r)ψ(r)

}
(4.1)

with ψ(r) the bosonic field operator and m the mass of the bosons. The ex-

ternal potential V (r) = Vtrap(r) + Vopt(r) accounts for a trapping potential and

the optical lattice. The trapping potential is described by the harmonic poten-

tial Vtrap(r) = (ωxx
2 + ωyy

2 + ωzz
2) /2 with trapping frequencies ωx,y,z, while the

periodic potential induced by a standing light wave with wave vector k = 2π/λ

takes the form Vopt(r) = Vx sin2(kx) + Vy sin2(ky) + Vz sin2(kz). The strength of

the periodic lattice is proportional to the dynamic atomic polarizability times

the laser intensity and is conveniently measured in terms of the recoil energy

Er = h̄2k2/2m. The fixed particle number provides an average particle density n

in the trap center, which in turn is related to the chemical potential µ.

In the following, we are interested in a highly anisotropic periodic potential

with Vy = Vz � Vx = V . The system consists of many parallel atom wires, where

the hopping between different wires is quenched via to the large barrier of the
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optical lattice. In addition, transverse degrees of freedom in each wire are frozen

if the transverse trapping frequency satisfies ω⊥ =
√

4ErVz/h̄ � µ. Each wire

then establishes a one dimensional system and the Hamiltonian in a single wire

takes the one-dimensional form

H =
∫
dx

[
ψ+(x)

(
− h̄2

2m
∆ + V (x)

)
ψ(x) +

g

2
ψ+(x)ψ+(x)ψ(x)ψ(x)

]
(4.2)

with ψ(x) the bosonic field operator. The potential V (x) = V sin2(kx) + ωxx
2/2

accounts for the optical lattice with wave vector k = 2π/λ and may also include

a harmonic confining potential with trapping frequency ωx. The strength g of the

contact interaction is related to the 3D scattering length as and the transverse

confining frequency ω⊥ =
√

4ErVz via g = 2h̄ω⊥as [75]. The strength of the in-

teraction is conveniently expressed by the dimensionless parameter γ = mg/h̄2n,

which is the ratio between the interaction and the kinetic energy (here, n denotes

the 1D density of the bosons). Note, that in 1D the strongly interacting limit

with γ � 1 can be reached by decreasing the density. In this limit the system

behaves like a gas of impenetrable bosons [71].

4.3 Weakly interacting bosons

4.3.1 Derivation of the Bose-Hubbard model

The energy eigenstates of the Hamiltonian (4.1) for a single atom in the homoge-

neous situation (Vtrap = 0) are Bloch wave functions un,k(x). Here, k ∈ K denotes

the Bloch wave vector with K the first Brioulline zone, while n characterizes the

Bloch band. An appropriate superposition of Bloch states provides the Wannier

functions wn(x−R),

wn(x− R) =
∫

K

dk

v0
un,k(x) exp(−ikR). (4.3)

Here, v0 denotes the volume of the first Brioulline zone K, while R = jλ/2

denotes the lattice vector of the site j with λ/2 the period of the opitcal lattice.

The Wannier functions wn(x−R) form a complete set of orthogonal basis function,

and offers an alternative description of a single particle in a periodic potential.

As a consequence, the Bloch wave functions can be expressed in terms of the

Wannier functions,

un,k(x) =
∑

R

wn(x− R) exp(iRk). (4.4)
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Note, that the Wannier functions are localized functions, i.e., wn(x) vanish suf-

ficiently fast for |x| → ∞, and represent an ideal tool for discussing phenomena

in which the spatial localization of states plays an important role.

Such a situation appears here, where the many body problem involves a con-

tact interaction, see Eq. (4.1). We expand the bosonic field operator in terms of

the Wannier functions ψ+(x) =
∑

j,nwn(x− jλ/2)b+j,n. The operator b+j,n denotes

the bosonic creation operator of the Wannier state wn(x− jλ/2), i.e., b+j,n creates

a localized state at the site j. The mapping to the Bose-Hubbard model then

involves the following approximations: first, the analysis is reduced to the lowest

vibrational modes with n = 1 and second, the hopping terms are restricted to

nearest-neighbor hopping. These approximations can be justified for a strong

optical lattice V � Er which quenches next-nearest neighbor hopping, and weak

inter-particle interaction g. Then, the Hamilton (4.1) takes the Bose-Hubbard

form (bj = bj,1)

HBH = −J
∑

〈i,j〉

b+i bj +
U

2

∑

i

b+i b
+
i bibi − µ

∑

i

b+i bi. (4.5)

The summation 〈i, j〉 is restricted to nearest-neighbors. The last term accounts

for a grand canonical description with fixed chemical potential µ. The hopping

amplitude J and the interaction U derive from the Wannier functions

J =
∫
dx w∗

1(x)

[
− h̄2

2m
∆ + Vopt

]
w1(x− λ/2), (4.6)

U = g
∫
dx |w1(x)|4 . (4.7)

A reliable estimate of the interaction strength is provided by approximating the

Wannier function w1(r) by the wave function of the harmonic oscillator in each

well. The oscillator frequency in each well is given by ωwell =
√

4ErV /h̄, which

implies the size of the localized wave function awell =
√
h̄/mωwell. The interaction

strength U then becomes

U =
√

2/π h̄ω⊥
as

awell

. (4.8)

Note, that the Wannier functions are expected to decay like ∼ exp(−const|r|),
while the ground state wave function of the harmonic oscillator behaves as ∼
exp(−|r|2/2a2

well
). These differences in the tail of the wave function define a mi-

nor correction in the interaction strength U ; however, these tails are essential in

determining the hopping amplitude J . Therefore, a different approach is nec-

essary for an estimate of the hopping amplitude J . The condition of a strong
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optical lattice V � Er quenches next-nearest-neighbor hopping and the hopping

amplitude J derives from the exactly known width of the lowest band in the 1D

Mathieu equation [139],

4J =
16√
π

√
ErV

(
V

Er

)1/4

exp

(
−2

√
V

Er

)
. (4.9)

The consistency in the derivation of the Bose-Hubbard model (4.1) requires a

strong optical lattice V � Er which quenches next-nearest neighbor hopping. In

addition the restriction to the lowest vibrational state in each well demands that

the interaction energy U is small compared to the level separation h̄ωwell of the

states in each well
Un2

site

2
� h̄ωwell (4.10)

with nsite the average particle number in each well. This condition ensures that

the higher Bloch bands play a minor role in calculating the ground state proper-

ties. The strategy in the derivation of the Bose-Hubbard Hamiltonian is to treat

the single particle problem in a periodic potential exactly, while the interaction

between the particles is taken into account perturbatively.

4.3.2 Phase diagram for γ � 1

The phase diagram of the Bose-Hubbard model has been extensively studied in

the past in any dimension [47, 128, 129, 130]. The system exhibits a quantum

phase transition from a superfluid to a Mott insulator. The superfluid phase

is characterized by phase coherence established by the formation of (quasi) off-

diagonal long-range order and exhibits a sound like excitation spectrum. In

addition, there are strong fluctuations in the particle occupation at any cite.

This superfluid phase appears in the limit of weak on-site interaction U � J .

On the other hand, for vanishing hopping amplitude J = 0 each site is oc-

cupied by an integer number nsite of bosons which minimizes the on-site energy.

Adding now a finite but small hopping J � U , the gain in kinetic energy is

too small to overcome the potential barrier, and hopping is quenched. Then,

the system exhibits insulating Mott lobes for J � U embedded in a superfluid

phase, see Fig. 4.1. This Mott insulating phase is characterized by the existence

of an excitation gap for the creation of particle or hole excitations. The den-

sity n is fixed to the commensurable density n = nsite2/λ with nsite ∈ N, and

the compressibility ∂µn vanishes everywhere. At incommensurate densities with
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nsite /∈ N, the system remains always in its superfluid phase as the extra particles

can hop across the lattice.

siten =1

siten =2

siten =3

µ
/U

siten =3

siten =2

siten =1MI

MI

MI

J/U

Superfluid2

1

3

Figure 4.1: Sketch of the phase diagram for the Bose-Hubbard model. For small

J/U the system exhibits insulating Mott lobes with integer filling nsite = 1, 2, . . .

embedded in a superfluid phase. The dotted lines denote the contours of constant

filling with nsite = 1, 2, 3.

At fixed commensurate density n = nsite2/λ with nsite ∈ N the transition from

the superfluid to the Mott insulating phase appears at a critical value U/J |S−MI. A

mean field analysis [128] provides the critical value U/J |S−MI = z(nsite+
√
nsite + 1)2

with z the number of nearest-neighbors. However, in low dimensional systems

with z = 2 as considered here, fluctuations play an important role. The critical

point is shifted to weaker interaction between the bosons, and a numerical cal-

culation for nsite = 1 provides the critical value U/J |S−MI = 2C ≈ 3.85 [129, 130].

Going back to the starting Hamiltonian (4.2), we are interested in the phase

diagram expressed in the experimentally accessible parameters: the strength of

the optical lattice V , the dimensionless interaction parameter γ, and the density

n. Then, the above results of the phase diagram for the Bose-Hubbard model

allow to trace out the γ-V -n phase diagram of the original problem. Using the

critical value U/J |S−MI = 2C, and the above expressions for U (4.8) and J (4.9),

the critical strength Vc(γ) for commensurate density with nsite = 1 is obtained
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Figure 4.2: Phase diagram for large V � Er and small interactions γ � 1. In

the dark region, the mapping to the Bose-Hubbard model breaks down, and a

different approach in deriving the transition line is necessary.

from the implicit equation

4V/Er = ln2[4
√

2πC (V/Er)
1/2 /γ]. (4.11)

The γ-V phase diagram is shown in Fig. 4.2. Consistency of this derivation

requires the validity of the mapping of the Hamiltonian (4.2) to the Bose-Hubbard

model (4.5). As discussed in the derivation of the Bose-Hubbard model, the

mapping is restricted to strong optical lattices V � Er and weak interaction U

(see Eq. (4.10)); therefore Eq. (4.11) for the critical line Vc(γ) in the γ-V phase

diagram is applicable for γ < 1 and Vc � Er.

4.4 Strongly interacting bosons

The critical line Vc(γ) derived in the previous chapter decreases with increasing

interaction γ. As a consequence, the mapping to the Bose-Hubbard model fails

in the limit of strong interaction and a different approach in deriving the phase

diagram γ-V -n is required. This alternative approach is obtained by mapping

the starting Hamiltonian (4.2) to the sine-Gordon model.
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4.4.1 Derivation of the sine-Gordon model

In the following, we focus on the limit of a weak optical lattice V � Er. Then the

above description of the atomic gas in terms of the Bose-Hubbard model breaks

down, since the atoms now occupy several vibrational states in each well. In the

limit where the optical lattice is only a small perturbation, the natural choice

is to start from a hydrodynamic description of the homogeneous system (4.1).

In this hydrodynamic approach, one expresses the bosonic field operator ψ(x) in

terms of the long-wavelength density- and phase- fields θ and φ [100],

ψ(x) ∼
√
n + ∂xθ/π exp(iφ). (4.12)

These long-wavelength density and phase fields obey the standard commutation

relation [φ(x), ∂yθ(y)] = iπδ(x − y). The density operator n(x) in this hydro-

dynamic approach is smeared over length scales a ∼ 1/πn, and takes the form

n(x) ∼ n+∂xθ/π. In the absence of an external potential V (x), the Hamiltonian

(4.1) reduces to the low energy quadratic form [100]

H0 =
h̄

2π

∫
dx
[
vJ(∂xφ)2 + vN(∂xθ)

2
]
. (4.13)

Here, the first term accounts for the kinetic energy of the bosons with vJ =

πh̄n/m, while the second term derives from the interaction energy with vN =

∂nµ/πh̄ determined by the inverse compressibility. The sound velocity vs =
√
vJvN is consistent with the standard thermodynamic relation mv2

s = n∂nµ.

The Hamiltonian (4.13) with its linear spectrum ω = vsk is valid only be-

low a momentum cutoff 1/a ∼ πn [72, 73]; the choice of the length scale a

fixes the energy scale of H0. The dimensionless parameter K =
√
vJ/vN de-

termines the quasi off-diagonal long-range order of the bosonic field operator

〈ψ+(x)ψ(x′)〉 ∼ |x − x′|−1/2K for |x − x′| → ∞. This quasi long-ranger order is

sufficient to provide a superfluid response and the Hamiltonian (4.13) describes

bosonic particles with a superfluid ground state at zero temperature. The ef-

fect of interactions arising from scales smaller than a is properly accounted for

by a renormalization of the inverse compressibility ∂nµ(γ) [100]. Note, that the

stiffness vJ remains unrenormalized under high energy fluctuations due to the

Galilei invariance of the homogeneous system. The renormalization flow of the

inverse compressibility for a general interaction between the bosons is unknown.

However, in the situation considered here with a contact interaction, the renor-

malized compressibility derives from the exact solution of the Hamiltonian (4.1)
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in the absence of a periodic potential by Lieb and Liniger [72]. The dimensionless

parameter K is a monotonically decreasing function of γ. The limiting behavior

of K(γ) take the form

K(γ) =





π
[
γ − 1

2π
γ3/2

]−1/2

, γ � 10,

(
1 +

2

γ

)2

, γ � 10.

(4.14)

The first equation follows from the Bogoliubov approximation in 1D. Surprisingly,

this result remains quantitatively correct for γ values up to 10 [72]. The second

equation derives from the exact solution in the limit γ → ∞. The relation K(γ)

is shown in Fig. 4.3 with the two limiting asymptotics.

2π
/Κ

20100

5

1

2

3

4

γ

Figure 4.3: Relation between K and γ: the solid line is the numerical solution to

the exact Bethe ansatz equation [72]. The dashed line represents the Bogoliubov

approximation, which is is a good approximation for γ < 10, while the dotted

line is the asymptotic solution for γ → ∞, and represents a good approximation

for γ > 10.

Adding now an optical lattice, it is necessary to go beyond the hydrodynamic

approximation. The operator Θ(x) = θ(x) + πnx increases monotonically by π

each time x passes the location of a particle. Then a representation of the density

operator n(x) reflecting the discrete nature of the particle can be constructed from

[100]

n(x) =
[
n+

1

π
∂xθ(x)

] {∑

s

δ
[
1

π
Θ(x) − s

]}
, (4.15)
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or equivalently,

n(x) =
[
n +

1

π
∂xθ

] {
1 + 2

∞∑

s=1

cos [2s θ(x) + 2π s nx]

}
. (4.16)

The first term describes the smeared density operator n(x) in the long-wavelength

approximation, while the second term accounts for the discrete nature of the

particles. The periodic potential Vopt(x) in Eq. (4.1) gives rise to the perturbation

HV =
V

2

∫
dx n(x) cos

4πx

λ
. (4.17)

Inserting the Fourier expansion (4.16) in (4.17) generates terms of the type ap-

pearing in the quantum (1+1)-dimensional sine-Gordon theory [131, 135]. In the

following, we consider particle densities n ≈ 2/λ close to commensurability, i.e.,

about one boson per unit cell of the periodic lattice. We define the parameter

Q = 2π(n − 2/λ), which represents a suitable measure of the deviation from

the commensurability condition n = 2/λ. Averaging over length scales smaller

than a ∼ 1/πn and keeping the dominant term arising from the lowest harmonic

in (4.16) with s = 1, the perturbation has the conventional sine-Gordon form

[100, 47]

HV =
V n

2

∫
dx cos [2θ +Qx] . (4.18)

The strength of the nonlinear cos 2θ- perturbation is conveniently expressed

through the dimensionless parameter u = πa2nV/2h̄vs which naturally involves

the cutoff parameter a [136]. The twist Q vanishes at commensurability; away

from commensurability, the finite twist Q is preferably incorporated into the free

Hamiltonian (4.13) via the replacement ∂xθ → ∂xθ − Q/2 and acts as a shift

δµ = h̄vsQ/(2K) in the chemical potential for excitations.

The Hamiltonian H0 +HV takes the form of the (1+1)-dimensional quantum

sine-Gordon model and is the proper low-energy description of the Hamiltonian

(4.1) for a weak optical lattice u� 1,

H =
h̄vs

π

∫
dx
{

1

2

[
K(∂xφ)2 +

1

K
(∂xθ)

2
]
− Q

2K
∂xθ +

u

a2
cos (2θ)

}
. (4.19)

The quantum sine-Gordon model has been discussed in the context of the com-

mensurate-incommensurate transition of adsorbates on a periodic substrate [138,

140, 141]. It defines an exactly solvable quantum field theory and has been

extensively studied in the past [131, 132, 133, 134, 135, 136, 137]. In the following,

we make use of the results pertinent to the description of the phase diagram.
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Note, that the quantum sine-Gordon model is equivalent to other exactly solvable

theories such as the U(1)-Thirring model or the massive Thirring model [134].

These equivalences allow to interpret our bosonic theory in terms of interacting

electrons. This equivalence between strongly interacting bosons and fermions in

1D was already noted by Girardeau [71]. Starting from the Hamiltonian (4.2)

with g → ∞, one can show that the ground state wave function of the bosons

in a arbitrary potential coincides with the ground state wave function of non-

interacting fermions up to an antisymmetric prefactor. The equivalence allows

to deduce ground state properties of the bose system from the corresponding

fermionic system. This equivalence between bosons and fermions is also conserved

in the sine-Gordon model. At the special point K = 1, the sine-Gordon model

maps to a system of massive free fermions.

4.4.2 Phase diagram for γ � 1

We start with the evolution of the system with changing interaction γ at commen-

surate density Q = 0 and keep the potential V fixed. A perturbative calculation

(see Ref. [135] for a review) shows that the weak optical lattice described by

HV is irrelevant for K > Kc = 2 and hence is unable to pin the bosons. The

ground-state properties then are determined by H0 alone and the bosons exhibit

quasi off-diagonal long-range order and remain superfluid with a linear excita-

tion spectrum. Using the relation K(γ) (see Eq. 4.14), the critical value Kc = 2

translates to γc ≈ 3.5 in the γ-V phase diagram. In the strong coupling regime

K < Kc, the perturbation HV is relevant, and the atoms are locked to the lattice

even for an arbitrary weak potential strength V . In this Mott insulating state,

the excitation spectrum takes the form Eq =
√

(h̄vsq)2 + ∆2 with a characteristic

excitation gap ∆.

The dependence of the excitation gap ∆ on the amplitude u of the optical

lattice and the interaction K can be obtained from a recent nonperturbative

renormalization group analysis of the quantum sine-Gordon model by Kehrein

[136, 137]. For small values u and K away from Kc = 2 one finds (see Fig. 4.4)

∆ =
h̄vs

2a

(
u

2 −K

)1/(2−K)

, (4.20)

while for K approaching Kc = 2 the gap vanishes exponentially

∆ =
h̄vs

2a
exp

(
− 1

2 −K

)
. (4.21)
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γ  /γc0 0.5

1

Figure 4.4: The size of the excitation gap ∆ versus interaction strength γ for

a fixed amplitude V = Er/2. For γ → ∞ the excitation gap assumes the free

fermion limit V/4, while it vanishes exponentially for γ → γc with γc ≈ 3.5.

In the strong coupling limit K → 1 the gap reduces to the simple form ∆ →
h̄vsu/2a. Then the opening of the gap can easily be understood by exploiting

the equivalence between strongly interacting bosons and free spinless fermions

in 1D [71]. Free fermions in a periodic lattice with commensurate filling, i.e.,

one particle per unit cell, form a band insulator with a single particle band gap

2∆ = V/2 at the Fermi energy. Comparing this result with the above expression

2∆(K = 1) = h̄vsu/a fixes the cutoff at the value 1/a = πn at K = 1 and we

obtain u = KV/4Er. In the following, we ignore small corrections arising due to

a possible modification in the cutoff away from K = 1. The expression (4.20) for

the gap ∆ then takes the form

∆ =
Er

K

[
KV

(2 −K)4Er

]1/(2−K)

. (4.22)

From the equivalence of the Bose system with free fermions at K = 1, it follows

that the single particle excitations obey Fermi statistics. This is a consequence

of the strong interaction between the bosons. This property on the statistics

of excitations is conserved in the Mott insulating phase away from K = 1. In

addition, these interacting single particle excitations involve 1/K bosons [134].

The behavior of the phase transition line near the critical point Kc = 2 derives

from a renormalization group analysis in second order perturbation theory in u.

The renormalization group equations for K and u take the form [133, 137]

d(K−1)

d lnΛ
= −u2,

du

ln Λ
= (K − 2)u (4.23)
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Figure 4.5: Schematic phase diagram illustrating the superfluid and Mott insu-

lating (shaded region) phases versus parameters γ (interaction), V (optical po-

tential), and Q (commensuration). Above the critical interaction strength γ > γc

an arbitrary weak commensurate optical lattice pins the bosons. For fixed inter-

action γ the transition is of the commensurate-incommensurate type, where the

Mott insulating phase is stabilized for Q < Qc.

with ln Λ the scaling parameter. Close to the critical pointKc = 2 these equations

reduce to the standard Kosterlitz-Thouless scaling equations with the critical

transition line

Kc(u) = 2 (1 + u) . (4.24)

Combining this result with (4.14), it is straightforward to determine the line

Vc(γ) ≈ Er(γ
−1 − γ−1

c )/5.5 in the γ-V phase diagram, see Fig. 4.5.

Next, we turn away from commensurability and concentrate on the stability

of the Mott-insulator at fixed V and γ > γc(V ), but with a finite twist Q 6= 0.

Then, for an arbitrary weak potential V , the transition is of the commensurate-

incommensurate type as studied by Pokrovsky and Talapov [138]. The quantum

sine-Gordon model describes the competition between the preferred average inter-

particle distance 1/n at given density due to the repulsive interaction and the

period λ/2 imposed by the external potential. The atoms remain locked to the

weak periodic potential as long as the shift δµ in the chemical potential induced

by the twist Q remains smaller than the single-particle energy K∆ necessary for

the addition of a boson; note that the above solitonic excitations involve 1/K

bosons [134] and therefore the required energy for an additional boson is K∆.
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This condition then translates into the critical twist

Qc(γ, V ) = 2K2∆/h̄vs. (4.25)

Beyond Qc the system develops a finite density of excitations, which interpolate

between minima of the external potential, thus relieving the frustration present

at incommensurate densities Q 6= 0.

Combining the results from the Bose-Hubbard model and the sine-Gordon

model allows to sketch the phase transition line separating the superfluid from

the Mott insulating phase for all interactions γ. In Fig. 4.9 we plot the exact

transition line in the two limits of small and large γ in the γ-V phase diagram.

4.5 Influence of a trapping potential

In order to analyze the consequences of the commensurate-incommensurate tran-

sition for cold atoms in a trap, we consider a 1D Bose gas in the presence of a

weak longitudinal confining potential Vtrap(x) = mω2
xx

2/2. We focus on the limit

of a large trap with an associated oscillator length l = (h̄/mωx)
1/2 much larger

than the inter-particle distance 1/n. In this inhomogeneous situation, the density

profile n(x) may be obtained from the local density approximation [60, 76]

µ [n(x)] + Vtrap(x) = µ[n(0)]. (4.26)

Here, µ[n] denotes the relation between the chemical potential and the density

of the homogenous system. The local density approximation assumes that at

every position the system is in thermodynamic equilibrium and becomes ex-

act in the thermodynamic limit of large particle number N → ∞ and smooth

trap potential with ω → 0. The central density n(0) and the associated radius

R = (2µ[n(0)]/mω2
x)

1/2 of the atomic cloud are determined by the normalization

condition

N =
∫ R

−R
dx n(x) = 2R

∫ n(0)

0
dn

√√√√1 − µ[n]

µ[n(0)]
. (4.27)

In the absence of an optical lattice the density profile is a smooth function of the

coupling γ. In the weak coupling limit γ → 0, the chemical potential takes the

mean field value µ = ng and the density profile reduces to the Thomas Fermi

result

n(x) =

(
9N2h̄2

32mgl4

)1/3 [
1 − x2

R2
TF

]
(4.28)
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with RTF =
(
3h̄2/2Nmgl

)1/3
l. In the opposite Tonks gas limit γ � 1, µ[n] →

µF[n] = (h̄πn)2/2m approaches the expression for the Fermi energy of an ideal

Fermi gas with density n [76], resulting in the profile

n(x) =
2N

πRF

√

1 −
(
x

RF

)2

. (4.29)

Here, the radius of the atomic cloud is RF = (2N)1/2l. Note, that the density

profile approaches that of free fermions with a leading term independent on the

interaction γ. This is again a consequence of the equivalence between strongly

interacting bosons and free fermions.

Next we add an optical lattice and focus on the behavior of the density profile

in the strong coupling limit γ < γc. Then the chemical potential µ[n] as a func-

tion of density n jumps by ∆µ = 2K∆ at the commensurate density n = 2/λ.

This jump in the chemical potential is a consequence of the single-particle ex-

citation gap in the Mott insulating phase and describes an incompressible state

with vanishing compressibility ∂µn = 0. Exploiting again the equivalence be-

tween strongly interacting bosons and free fermions, the chemical potential µ[n]

is known explicitly at K = 1,

µ[n] = µF[n] +
∆µ

2
f
(

4KEr

∆µ

δn

nc

)
(4.30)

with δn = n− nc (nc = 2/λ) and

f(z) = ±
(
1 + z2

)1/2 − z. (4.31)

Ignoring the residual interaction between the single-particle excitations appearing

for K > 1, the expression (4.31) remains a valid approximation in the relevant

regime 1 < K < 2 [136].

Using this approximation, the density profiles are obtained from a integration

of Eq. (4.27). The density profiles for different filling factors are shown in Fig. 4.6;

we introduce the parameter α = K∆/2Er measuring the single particle excitation

gap. For a density in the trap center close to the commensurate density n = 2/λ,

an incompressible Mott insulating regime appears with a flat density profile,

surrounded by a superfluid region. The solid gray line in Fig. 4.6 shows the

density profile in the absence of a periodic potential with chemical potential µ0,

while the dashed line is the resulting density profile with the same number of

particles N as the optical lattice is turned on. Note, that chemical potential
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Figure 4.6: Density profiles for fixed α = 0.3: the solid gray line denotes the den-

sity profile in the absence of a periodic potential for different chemical potentials

µ0/Er = 0.5, 0.8, 1.0, 1.5, 2.0, while the dashed line is the resulting density profile

with the same number of particles N as the optical lattice is turned on. The Mott

insulating regimes are characterized by a constant density and are surrounded by

superfluid regimes. The size of the gap is expresed via α = K∆/2Er. Note,

that the formation of the Mott insulating phase changes the radius of the atomic

cloud.

µ0 = h̄ωxN is a suitable parameter measuring the total number of particles for

a fixed trapping frequency ωx. The Mott insulating regimes are characterized

by a constant density and are surrounded by superfluid regimes. It follows that

due to the formation of a Mott insulating regime, the size of the atomic cloud is

modified and the chemical potential is shifted by µ − µ0. This modification of

the radius is due to the attraction of particles from the boundary into the Mott

insulating regime with fixed density n = 2/λ, or repulsion of particles from the

trap center to the boundaries; these two scenarios are in competition with each

other. Then, depending on the number of particles in the trap, the size of the

atomic cloud can decrease or increase. Note, that the chemical potential and the

radius of the atomic cloud are related via R = (2µ[n(0)]/mω2)1/2. The shift in

the chemical potential µ − µ0 as a function of the gap α = K∆/2Er and the

chemical potential of the unperturbed system is shown in Fig. 4.7. In addition,

the fraction ∆N of particles participating in the Mott insulating phase is shown

in Fig. 4.8. This fraction plays an important role in the experimental detection

of the Mott insulating phase.
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Figure 4.7: Variation of the chemical potential: switching on the periodic po-

tential modifies the radius of the atomic cloud and shifts the chemical potential

µ − µ0. Depending on whether particles are attracted from the boundary into

the Mott insulating phase, or repelled from the trap center to the boundary, the

shift in the chemical potential is either negative, or positive.
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Figure 4.8: Fraction of particles ∆N participating in the Mott insulating state

as a function of the interaction strength γ for fixed strength of the optical lattice

V = Er/2. The inset shows the density distribution n(x) with the Mott phase

characterized by a locked commensurate density in the trap center, surrounded

by a superfluid region.

4.6 Discussion and conclusions

In this chapter, we have studied the superfluid to Mott insulator quantum phase

transition of cold atoms in an optical lattice in a 1D system. The superfluid phase

is characterized by phase coherence established by the formation of (quasi) off-

diagonal long-range order and exhibits a sound like excitation spectrum. In turn,

the Mott insulator exhibits an excitation gap for the creation of particle/hole

excitations and the density n is commensurate with the optical lattice, implying

that the compressibility ∂µn vanishes. For weak interactions γ < 1, a strong

optical lattice with Vc(γ) � Er is required to drive the system into the Mott

insulating state. Then, the Hamiltonian for interacting bosons can be mapped to

the Bose-Hubbard model, and the properties of the superfluid to Mott insulator

phase transition derive from the corresponding transition in the Bose-Hubbard

model. The transition line Vc(γ) for commensurate density n = 2/λ is shown in

Fig. 4.9. In contrast, for strong interactions γ > 1, a weak optical lattice V � Er

is sufficient to pin the bosons. Then, the system maps to the sine-Gordon model

and the superfluid to Mott insulator transition can be studied in terms of the

strong and weak coupling phases of the sine-Gordon model. The critical potential

strength Vc(γ) derived from the sine-Gordon model is again shown in Fig. 4.9.
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The system exhibits an instability above the critical interaction strength γc ≈ 3.5,

where an arbitrary weak optical lattice is sufficient to drive the system into the

Mott insulating phase. The exact results on the critical transition line Vc(γ) at

commensurability n = 2/λ obtained in the weakly and strongly interacting limits,

allow to sketch the complete phase diagram by interpolating between these two

limits.

In addition, for any interaction strength γ the transition from the Mott in-

sulating state to the superfluid state can also be achieved by driving the den-

sity of the bosons away from commensurability. Then, the transition is of the

commensurate-incommensurate type, where the periodicity of the optical lattice

and the preferred density of the bosons induce a frustration in the system. Above

the critical twist Qc a finite density of excitations relieves this frustration. In con-

trast to the pinned bosons these excitations are free to move and set up a finite

superfluid stiffness. A sketch of the phase diagram including the commensurate-

incommensurate transition is shown in Fig. 4.5.

V
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Mott insulator

1 2 3

Q = 0

1/γc 1/γ

5

superfluid

Figure 4.9: Critical amplitude Vc versus interaction 1/γ for the commensurate

situation with Q = 0. Below 1/γc, an arbitrary weak potential V drives the

superfluid into the pinned insulating state. The dashed line denotes the asymp-

totic behavior near the critical point 1/γc as determined from the sine-Gordon

model, while the dashed-dotted line derives from the Bose-Hubbard criterion

U/J |S−MI ≈ 3.84; the solid line interpolates between these two limits.

The experimental observation of the Mott insulating phase for any interaction
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γ can be achieved by measuring the excitation gap through a phase gradient

method as done previously for the Bose-Hubbard transition [69]. An alternative

method would be to directly observe the increase in the long-range translational

order in the Mott phase via Bragg diffraction [142, 143]. Furthermore, the change

of the density profile and the resulting change in the size of the atomic cloud as

shown in Fig. 4.7 offers an additional option for the observation of the Mott

insulating state. In all cases, the experimentally available signal is determined by

the fraction ∆N/N of particles participating in the Mott insulating phase. The

latter can be further enhanced by generating an array of parallel ‘atom wires’ with

the help of a strong 2D optical transverse lattice. Furthermore, such 2D optical

transverse lattices are the most promising setup for generating one-dimensional

traps with high transverse trapping frequencies. Using numbers similar to those

in the recent experiment by Greiner et al. [69], it is possible to generate several

thousand parallel 1D wires with a transverse confining frequency ν⊥ = 20 kHz.

Next, we discuss an specific experimental setup which allows for the obser-

vation of the Mott insulating phase in the strongly interacting regime γ > γc

where an arbitrary weak optical lattice drives the system into the Mott insu-

lating state. Using a 2D optical lattice to generate the one-dimensional ‘atomic

wires’ as discussed above, a transverse confining frequency ν⊥ = 20 kHz is chosen.

A longitudinal harmonic trap with frequency ν = 40 Hz then encloses N ≈ 50

atoms in each 1D wire. In the absence of an optical lattice, the associated density

n(0) in the trap center takes the value n(0) = 2 µm−1 under the assumption of

large interaction γ � 1, i.e., the density profile takes the form Eq. 4.29. This den-

sity is commensurate with the lattice constant λ/2 ≈ 0.5 µm of a typical optical

lattice [69]. A weak periodic potential will then lead to an incompressible Mott

state in the center of the cloud, provided the parameter γ = 2as/n(0)l2⊥ is larger

than the critical value γc ≈ 3.5. For 87Rb with a scattering length as ≈ 5 nm,

the resulting γ is equal to one, i.e., not quite in the required range. As noted by

Petrov et al. [74], however, tunable and in particular larger values of γ may be

realized either by changing as via a Feshbach resonance as present, e.g., in 85Rb

[57, 58, 59], or simply by increasing the transverse confinement frequency.

In conclusion we have shown that a commensurate Mott state can be realized

in dilute 1D BEC’s already with an arbitrary weak lattice potential, provided that

the ratio γ between the interaction and kinetic energies is larger than a critical

value γc ≈ 3.5. This instability provides a new and experimentally accessible tool

for the quantitative characterization of 1D atomic gases in the strongly correlated
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‘Tonks gas’ limit. Also, the observation of a Mott state in a regime where the

atoms are not confined to discrete lattice sites would give direct evidence for the

granularity of matter in strongly interacting dilute gases [70].
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Chapter 5

Supersolid versus Phase

Separation in Atomic Bose-Fermi

Mixtures

5.1 Introduction

Cooling atoms to the nK regime allows for the realization and study of new

thermodynamic phase transitions and their associated phases, with an interest-

ing synergy emerging between the fields of quantum atom optics and condensed

matter physics. Recent trends are the study of the superfluid to Mott-insulator

phase transition appearing in cold bosonic systems subject to an optical lat-

tice [68, 69] and the striving for the realization of a BCS-type condensate in a

fermionic system [93, 94, 95]. In this chapter, we investigate the possibility to

realize a non-trivial supersolid phase in a mixed boson-fermion system sympathet-

ically cooled into their corresponding quantum degenerate states [86, 87, 88, 89].

We identify a promising system where this novel phase can be observed and

determine the relevant phase diagram.

Supersolids simultaneously exhibit two types of order which usually appear

in competition to each other — these are the diagonal long-range order (DLRO)

associated with the periodic density modulation in a crystal and the off-diagonal

long-range order (ODLRO) associated with the phase order in the condensate

[6]. Supersolids have been proposed to exist in the strongly interacting 4He

system [144, 145], where experimental results are still hotly debated [146, 147],

and in various model systems describing interacting Bosons on a lattice and

101
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analyzed numerically [148, 149, 150, 151]. Here, we investigate the possibility to

use a specifically tuned boson-fermion mixture to realize a supersolid phase in a

controlled experiment.

tB1/ λ FB

TPS
TDW

T

a

a x

y
PS

SF

SS Supersolid

Phase
separation

Superfluid

Figure 5.1: Left: Sketch of the λFB-1/tB-T phase diagram. For TDW > TPS the

low temperature phase with T < TDW is a supersolid, while for TPS > TDW the

phase separated state supersedes the supersolid. Right: bosonic density nB(x, y)

on each lattice site for the superfluid phase (SF), phase separated state (PS) with

a domain wall, and supersolid (SS) phase.

The basic idea underlying our scheme is to share tasks between the fermions

and the bosons: the fermions are tuned through a density wave instability es-

tablishing crystalline order (DLRO), while the condensate bosons provide the

off-diagonal long-range order (ODLRO). The interaction with the fermions im-

prints an additional density modulation also in the bosonic density field, hence

resulting in a supersolid phase. In order to trigger a density wave instability

in the fermions, we confine the mixed boson-fermion system to two dimensions

and subject it to an optical lattice, which provides perfect nesting properties of

the Fermi surface at half-filling [152]. Note, that the resulting crystalline order

relevant for the DLRO component in the supersolid is not due to the density
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modulation enforced by the optical lattice but is the superstructure triggered by

the density wave instability.

The supersolid transition discussed here competes with phase separation in

the boson system [90, 153]. Given the dimensionality and the lattice geometry of

our system, the presence of van Hove singularities strongly enhances the tendency

towards phase separation and produces new and interesting features in this tran-

sition: an arbitrary weak interaction between the bosons and the fermions is suffi-

cient to drive the phase separation at low temperatures. However, proper tuning

of the parameters allows to supersede this phase separation through the super-

solid transition as shown in Fig. 5.1. We focus on the weak coupling between the

bosons and the fermions. As a consequence, the transition temperatures TPS and

TDW towards the phase separated state and the supersolid phase are small com-

pared to the transition temperature TKT establishing a bosonic condensate with

off-diagonal long-range order. Furthermore, the weak coupling limit excludes a

demixing of the repulsive fermion-boson system along the lines discussed in Ref.

[91].

The Hamiltonian of an interacting Bose-Fermi mixture subjected to an optical

lattice is presented in Sec. 5.2. For a strong optical lattice potential, we apply the

tight-binding approximation to map the Hamiltonian to a Bose-Fermi mixture

on a lattice with hopping and on-site interactions. Furthermore, integrating out

the fermions allows to derive an effective boson Hamiltonian, exhibiting two in-

stabilities. The first instability towards phase separation is examined in Sec. 5.3,

and the phase separated phase is studied within the Thomas-Fermi description.

The corresponding phase diagram is of the standard liquid-gas transition type.

The second instability towards the formation of a fermionic density wave is pre-

sented in Sec. 5.4. The close relation between BCS superconductivity and the

transition towards a density wave allows to derive a mean-field theory of the su-

persolid transition. We determine the properties of the supersolid phase within

this mean-field theory and derive the phase diagram. Finally, the competition

between the transition to a phase separated state and the supersolid transition

determines the complete phase diagram of the Bose-Fermi mixture at weak cou-

pling and is presented in Sec. 5.5. We also propose an experimental setup which

allows for the observation of the supersolid phase.
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5.2 Bose-Fermi mixtures

We start with interacting bosons and fermions in two dimensions. In analogy

to the discussion in Sec. 4.2, such a 2D setup is achieved by a strong confining

potential in transverse direction. Then, the Hamiltonian for interacting bosons

and fermions subject to an optical lattice takes the form H = HB + HF + Hint

with

HB =
∫
dx ψ+

B

(
− h̄2

2mB

4 + VB(x)

)
ψB,

HF =
∫
dx ψ+

F

(
− h̄2

2mF

4 + VF(x)

)
ψF, (5.1)

Hint =
∫
dx
(
gFBψ

+
B
ψBψ

+
F
ψF +

1

2
gBψ

+
B
ψ+

B
ψBψB

)
.

Here, the interaction between the particles is taken into account within the pseu-

dopotential approximation. We assume a repulsive interaction gB = 4πash̄
2/m

between the bosons with the scattering length as > 0, while the coupling gFB =

2πaFBh̄
2/µ accounts for the interaction between the fermions and the bosons

with µ the relative mass and aFB the boson-fermion scattering length. Fur-

thermore, we restrict the analysis to spinless fermions; such a spinless fermionic

atomic gas is naturally achieved in an experiment via spin polarization. Then,

the s-wave scattering length of the fermion-fermion interaction vanishes, while

p-wave scattering is suppressed at low energies and is neglected in the follow-

ing analysis. The optical lattice with wave length λ provides an a = λ/2-

periodic potential for the bosons (α = B) and fermions (α = F) with Vα(x) =

Vα sin2(πx/a) + Vα sin2(πy/a) + Vtrap, while the trapping potential Vtrap includes

the strong transverse confining Vtrap = ωαz
2/2.

5.2.1 Hamiltonian within tight-binding approximation

In the following, we focus on strong optical lattices Vα > Er
α = 2h̄2π2/λ2mα and

weak interactions. Then, in analogy to the mapping to the Bose-Hubbard model

presented in Sec. 4.3, we perform a mapping of the Hamiltonian for a Bose-Fermi

mixture (5.1) to a simplified Hamiltonian within the tight-binding approximation.

We restrict the analysis to the lowest Bloch band and introduce the Bloch wave

functions vk and wk of the single particle problem in the 2D periodic potential.

In turn, the Bloch wave functions wk(x) and vk(x) are related to the Wannier
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functions w̃(x − R) and ṽ(x − R) according to Eq. 4.4

w̃(x − R) =
1

N

∑

k∈K

wk(x) exp (−iRk) (5.2)

ṽ(x − R) =
1

N

∑

k∈K

vk(x) exp (−iRk) (5.3)

with R a lattice vector and K the first Brillouin zone of the reciprocal lattice.

Here, we have introduced the quantization volume V = Na2 with N the number

of unit cells. In the following, nF,B denote the number of particles per unit cell.

We express the bosonic and fermionic field operators ψB,F in terms of the Bloch

wave functions wk and vk, or equivalently, in terms of the Wannier functions w̃

and ṽ

ψ+
B
(x) =

1√
N

∑

k∈K

b+kwk(x) =
∑

R

w̃(x − R) b+
R
, (5.4)

ψ+
F
(x) =

1√
N

∑

k∈K

c+k vk(x) =
∑

R

ṽ(x − R) c+
R
. (5.5)

Note, that the bosonic creation operator b+k of the Bloch wave state wk is the

Fourier transforme of the bosonic creation operator b+
R

for the Wannier state

w̃(x − R) with

b+
R

=
1√
N

∑

k∈K

b+k exp(ikR), (5.6)

and analogously for the fermionic creation operators c+k and c+
R
. In our subse-

quent analysis it is convenient to use the operators b+k and c+k . Inserting the

expansion (5.5) into the Hamiltonian (5.1) and restricting the analysis to on-site

interactions, the Hamiltonian of the Bose-Fermi mixture (5.1) reduces to

H =
∑

k∈K

εB(k)b+k bk +
UB

2N

∑

{k,k′,q,q′}

b+k b
+
q bk′bq′

+
∑

q∈K

εF(q)c+q cq +
UFB

N

∑

{k,k′,q,q′}

b+k bk′c+q cq′ . (5.7)

The summation {k,k′,q,q′} is restricted to k,k′,q,q′ ∈ K and the momentum

conservation k − k′ + q − q′ = Km with Km a vector in the reciprocal lattice; a

scattering process involving such a vector Km is in general denoted as an Umklapp

processes. The interaction parameters become

UB = gB

∫
dx|w̃(x)|4 (5.8)

UFB = gFB

∫
dx|w̃(x)|2|ṽ(x)|2, (5.9)
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while εF(k) and εB(k) denote the lowest energy band of the fermions and bosons,

respectively. For a strong optical lattice only nearest neighbor hopping survives

and the dispersion relations takes the form

εF(q) = −2JF

[
cos

(
qx
λ

2

)
+ cos

(
qy
λ

2

)]
, (5.10)

εB(q) = 2JB

[
2 − cos

(
qx
λ

2

)
+ cos

(
qy
λ

2

)]
(5.11)

with JF and JB the hopping energies. Note, that we fix the bosonic energy at

εB(0) = 0, while the fermionic energy vanishes at the Fermi energy for half-filling,

i.e., the chemical potential µ vanishes for half filling at any temperature due to

the particle-hole symmetry of the band structure. The Fermi surface at half-

filling is shown in Fig. 5.2 and exhibits perfect nesting for kDW and van Hove

singularities at q = (0,±π/a) and q = (±π/a, 0).

N(  )/Nε 0

JFε/

εJ  /F~ln |            |16
kDW

π/a
kx

ky π/a

0

1 2

0

4

−4
0

K

Figure 5.2: Left: First Brioulline zone K and Fermi surface of 2D fermions in

an optical lattice. The solid lines denote the Fermi surface at half-filling. Right:

Density of states with logarithmic van Hove singularity N(ε) ∼ N0 ln |16JF/ε|.

In analogy to the calculations in Sec. 4.3, a reliable estimate of the interaction

strength is provided by approximating the Wannier function w̃(x) and ṽ(x) by

the wave function of the harmonic oscillator in each well. The oscillator frequency

in each well is given by ωwell =
√

4EαVα/h̄ with α = B,F, which implies the size

of the localized wave function awell =
√
h̄/mωwell. The interaction strength UFB
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and UB then become

UB = 8
√
π EB

aB

λ

(
V z

B

EB

)1/4 (VB

EB

)1/2

, (5.12)

UFB = 8
√
π
√
EBEF

aFB

λ

(
V z

F

EF

V z
B

EB

)1/8 ( VF

EF

VB

EB

)1/4

, . (5.13)

while the hopping amplitude Jα derives from the exactly known width of the

lowest band in the 1D Mathieu equation [139]

4Jα =
16√
π

√
EαVα

(
Vα

Eα

)1/4

exp

(
−2

√
Vα

Eα

)
. (5.14)

The validity of the derivation of the Hamiltonian (5.7) requires that the interac-

tion parameters UB and UFB are small compared to the energy gap ∼ h̄ωwell to the

next higher Bloch band, see Eq. (4.10).

5.2.2 Effective boson Hamiltonian

In order to study the stability of the ground state, it is convenient to derive an

effective Hamiltonian for the bosons alone. Within this effective Hamiltonian, the

influence of the fermions is taken into account by a modified interaction between

the bosons. We start with linear response theory, where the boson density nB(q)

drives the fermionic system 〈nF(q)〉 = UFBχ(T,q)nB(q) with χ(T,q) the response

function of the fermions at temperature T . This perturbed fermionic density in

turn acts as a drive for the bosons and is accounted for by the effective interaction

between the bosons

Hint =
1

2N

∑

{k,k′,q,q′}

[
UB + U2

FB
χ(T,q − q′)

]
b+k bk′b+q bq′ . (5.15)

The response function of the fermions is described by the Lindhard function

χ(T,q) =
∫

K

dk

v0

f [εF(k)] − f [εF(k + q)]

εF(k) − εF(k + q) + iη
(5.16)

with v0 = (2π/a)2 the volume of the first Brillouin zone. The temperature T en-

ters via the Fermi distribution function f(ε) = 1/[1 + exp(ε/T )]. Note, that the

chemical potential µF of the fermions vanishes at half filling due to the particle-

hole symmetry of the band structure. We focus on static instabilities of the

ground state and neglect the frequency dependence of the response function. A
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rigorous derivation of the effective action including the time dependence is pre-

sented in Appendix C via a path integral approach. Using the fermionic disper-

sion relation (5.10), the Lindhard function exhibits two logarithmic singularities.

These singularities give rise to instabilities in the system towards two new ground

states: the singularity at q = 0 induces an instability towards a phase separated

state, while the singularity at kDW provides an instability towards density wave

formation and generates a supersolid phase. In the following, we discuss these

two instabilities in detail.

5.3 Phase separation

5.3.1 Instability at q = 0

The Lindhard function is always negative and induces an attraction between the

bosons independent on the attractive/repulsive nature of the coupling UFB be-

tween the bosons and fermions. The effective long distance scattering parameter

for q → 0 takes the form

Ueff = UB + U2
FB
χ(T, 0). (5.17)

For a fermionic system with a regular density of states, the Lindhard function

at q = 0 and low temperatures reduces to χ(T → 0, 0) = −N(0) with N(0) the

fermionic density of states. For fermions on a square lattice within a tight-binding

approximation, the situation considered here, the density of states is irregular and

exhibits a logarithmic van Hove singularity at ε = 0

N(ε) = N0K




√√√√1 − ε2

16J2
F


 ∼ N0 ln

∣∣∣∣
16JF

ε

∣∣∣∣ , (5.18)

with N0 = 1/(2π2JF), and K[m] the complete elliptic integral of the first kind

[154], see Fig. 5.2. As a consequence, the Lindhard function diverges logarithmi-

cally at half filling nF = 1/2 and T → 0, and its asymptotic behavior takes the

form

χ(T → 0, 0) =
∫
dεN(ε)

∂f(ε)

∂ε
= −N0 ln

16c1JF

T
(5.19)

with c1 = 2 exp(C)/π ≈ 1.13 a numerical prefactor and C ≈ 0.577 the Euler

constant.

As a consequence of this logarithmic divergence of the Lindhard function

for T → 0, the effective scattering parameter Ueff always turns negative at low
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temperatures. Since, a thermodynamically stable superfluid condensate requires

a positive effective interaction Ueff > 0 [155], the stable low temperature phase

is no longer a superfluid condensate. We define a critical temperature TPS via

Ueff(TPS) = 0. Using Eq. (5.17) and (5.19), we find the critical temperature

TPS = 16c1JF exp [−1/λFB] (5.20)

with λFB = (U2
FB
/UB)N0 the dimensionless coupling constant. Note, that weak

coupling requires λFB < 1 and the critical temperature TPS is well below the tran-

sition temperature TKT of a superfluid condensate. Below the critical temperature

TPS the effective interaction Ueff turns negative providing a negative compressibil-

ity, and the superfluid condensate becomes unstable. The new ground state with

fixed averaged density nB and nF exhibits phase separation with areas of increased

and decreased local densities coexisting.

Note, that this transition towards phase separation exhibits two major dif-

ferences as compared to the phase separation discussed in Ref. [90, 91]. First,

the phase separation is an instability appearing at low temperatures for arbi-

trary small coupling UFB between the bosons and fermions. Second, the in-

crease/decrease in the bosonic density drives the fermionic density away from

half-filling providing a regular χ(T, 0) which stabilizes a phase separated state.

5.3.2 Thomas-Fermi approximation

In the following, we study the phase separated state in more detail within the

Thomas-Fermi theory. Within this theory, we introduce two densities nB(x) and

nF(x), and assume that the system is in thermodynamic equilibrium at every po-

sition. We neglect the kinetic energy of the bosons, and the free energy F [nB, nF]

of the system becomes

F [nB, nF] =
∫
dx

a2

{
FF [nF(x)] + VF(x)nF(x) + VB(x)nB(x)

+
1

2
UBnB(x)nB(x) + UFBnB(x)nF(x)

}
. (5.21)

Here, we include an external trapping potential VB for the bosons and VF for the

fermions. Note, that we assume T � TKT which implies that the influence of

thermally excited bosons is small and can be neglected. The local free energy

FF[nF] of the fermions at temperature T takes the form (F = Ω − µn)

FF[nf ] = −T
∫
dεN(ε) ln

[
1 + exp

(
−ε− µ

T

)]
− µnF. (5.22)
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The local chemical potential µ is determined by the condition that the fermionic

free energy FF is a minimum, i.e., ∂µFF = 0, and implies the constraint

nF =
∫
dεN(ε)f(ε − µ). (5.23)

Furthermore, the total number of particles in the system is fixed which provides

the constraints

NF =
∫
dx nF(x), NB =

∫
dx nB(x). (5.24)

The ground state configuration at temperature T is then determined by the min-

ima of the functional F [nB, nF] under the constraints (5.24). The ground state

configuration satisfies

µ [nF(x)] + VF(x) + UFBnB(x) = µF, (5.25)

UBnB(x) + VB(x) + UFBnF(x) = µB, (5.26)

where µF and µB are the Laplace multipliers introduced to fulfill the constraints.

These parameters act as a global chemical potential for the system. Note, that

here we used the relation ∂nF
EF[nF] = µ[nF].

In the following, we neglect the trapping potentials VF and VB and analyze

the stability of the state with a homogeneous fermionic and bosonic density nF

and nB. Such a homogeneous state state is a solution of Eq. (5.25) and (5.26)

and this solution is a local minima of the functional (5.21), if the Hessian H is

positive definite. Here, the Hessian takes the form

H =


 ∂nF

µ[nF] UFB

UFB UB


 . (5.27)

The derivation ∂nF
µ[nF] is related to the response function χ(T,q) by the com-

pressibility sum rule and takes the form

∂nF
µ[nF] = (∂µF

nF)
−1 =

{∫
dεN(ε) [−∂εf(ε− µ)]

}−1

= − [χ(T, 0)]−1 . (5.28)

The condition that the Hessian is positive definite requires trH > 0 and detH > 0,

and implies the stability condition

TrH = |χ(T, 0)| + UB > 0, detH = |χ(T, 0)|UB − U2
FB
> 0. (5.29)
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The first condition is satisfied satisfied for positive interaction UB > 0 between

the bosons. For a regular density of states N(ε), the second stability condition

at zero temperature T = 0 becomes

U2
FB

UB

N(εF ) = 1 (5.30)

and coincides with the condition in Refs. [90, 91]; εF denotes the Fermi energy.

However, for the system considered here with fermions in 2D on a square lattice,

the density of states exhibits a van Hove singularity. Then, the second stability

condition in (5.29) shows, that the solution nF = 1/2 and nB describing fermions

at half filling with arbitrary bosonic density, turns unstable at the critical tem-

perature TPS. The critical temperature as derived from (5.29) coincides with the

critical temperature (5.20).

Next, we examine the solutions of Eq. (5.25) and (5.26) for fixed chemical

potentials µB and µF. From Eq. (5.26), we obtain the bosonic density nB =

(µB − UFBnF)/UB and inserting this density into Eq. (5.25), we obtain

µ[nF] = µF −
UFB

UB

µB +
U2

FB

UB

nF. (5.31)

Using (5.23) we obtain an implicit equation for nF

nF =
∫
dεN(ε) f

(
ε− µF +

UFB

UB

µB − U2
FB

UB

nF

)
. (5.32)

Of special interest are the values of the chemical potentials µ
F

and µ
B

for the

solution nF = 1/2 and nB, which take the form µ
F

= UFBnB and µ
B

= UFBnF +

UBnB. Inserting these chemical potentials into Eq. (5.32), we obtain

δnF =
∫
dεN(ε)

[
f

(
ε− U2

FB

UB

δnF

)
− f (ε)

]
(5.33)

with δnF = nF − nF the deviations of the fermionic density from half filling.

For δnF → 0 this equation again provides the critical temperature TPS. For high

temperatures with T > TPS, Eq. (5.33) has only the stable solution δnF = 0, while

for low temperatures T < TPS this solution turns unstable and two additional

solutions δnF 6= 0 appear. At zero temperature, we obtain for small λFB

δnF =
U2

FB

UB

∫ δnF

0
dnN

(
U2

FB

UB

n

)
∼ δnFλFB ln

(
16c2JFUB

U2
FB
|δnF|

)
(5.34)
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with c2 = exp(1). Solving this equation, provides the shifts in the fermionic and

bosonic densities

nF − nF = δnF = ±16c2
UBJF

U2
FB

exp
(
− 1

λFB

)
,

nB − nB = −UFB

UB

δnF = ∓16c2

JF

UFB

exp
(
− 1

λFB

)
. (5.35)

We obtain a BCS type relation between the density shift δnF and the critical

temperature TPS,
U2

FB

UB

δnF

TPS

= c2/c1 ≈ 2.40. (5.36)

However, here, we obtain a different numerical factor as we cut the integration

at zero temperature in a different way as in BCS theory. Inserting the solutions

(5.35) into the free energy (5.21), provides the energy shift per unit cell at zero

temperature
∆F
N

= −U2
FB

2UB

(δnF)
2 . (5.37)

5.3.3 Phase diagram

The solution discussed above allow now to sketch the phase diagram of the system.

We find that at low temperature T < TPS, we can distinguish between a low-

density ‘gas’ phase with nF ≤ 1/2 − δnF, and a high-density ‘fluid’ phase with

nF ≥ 1/2+δnF. Note, that the bosonic density derives via nB = (µB−UFBnF)/UB.

For repulsive interaction UFB > 0 the fermionic low-density phase exhibits a high

bosonic density, while for attractive interaction UFB < 0 the fermionic low-density

phase also implies a low bosonic density.

The phase transition is then of the standard liquid-gas transition type, see

Fig. 5.3. The low-density ‘gas’ phase is separated by a first order phase transition

from the high-density ‘liquid’ phase at the critical chemical potential

µ
F

=
UFB

UB

µ
B
− U2

FB

2UB

. (5.38)

A fixed averaged fermionic density between 1/2 − δnF < nF < 1/2 + δnF is

only achieved by the coexistence of the low density ‘gas’ phase with the high

density ‘liquid’ phase. This coexistence phase establishes phase separation be-

tween the low-density phase with nF = 1/2 − δnF and the high-density phase

with nF = 1/2 + δnF. The first order transition terminates in a critical endpoint
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at the temperature TPS and density nF = 1/2. Varying the temperature along

the isochore nF = 1/2, we obtain a second order phase transition between the

homogeneous phase and the phase separated state, see Fig. 5.3. This transition

appears for arbitrary weak coupling UFB due to the enhanced fermionic density

of states for 2D fermions. Note, that a first order instability towards phase sepa-

ration preempting the second order transition at TPS [91] is excluded in the weak

coupling analysis considered here.

nFδ
n  −F 1/2

separation
Phase

T/TPS
10.5

−1

−0.5

1

0.5

Fµ  =µF

Fµ  >µF

Fµ  <µF

Figure 5.3: The T −nF phase diagram of the transition towards phase separation.

The grey region marks the coexistence phase of the low-density ‘gas’ and the high-

density ‘liquid’ phase. The solid line denotes the line of fixed chemical potential

µ
F
, while the dotted lines account for the lines at fixed chemical potentials (µF −

µ
F
)/TPS = ±0.02, 0.06, 0.01, 0.14, 0.18.

5.4 Supersolids

5.4.1 Instability at kDW

The instability at q = 0 towards phase separation is in competition with a second

instability in the system triggered by the singularity in the Lindhard function at
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kDW. Using Eq. (5.16) and the symmetry εF(q + kDW) = −εF(q) the Lindhard

function at kDW and low temperatures behaves as

χ(T,kDW) = −
∫
dεN(ε)

tanh
(

ε
2T

)

2 ε
= −N0

2

[
ln

16c1JF

T

]2
. (5.39)

Note, that the constant c1 = 2 exp(C)/π ≈ 1.13 coincides with the constant in

Eq. (5.19). Here, the combination of van Hove singularities and perfect nest-

ing, see Fig. 5.2, produces the [lnT ]2 behavior at the singularity, a phenomenon

relevant for the enhancement of superconductivity in the presence of van Hove

singularities [156].

We focus on temperatures below the superfluid transition temperature T <

TKT. Then within Bogoliubov theory, the bosonic quasi-particle spectrum be-

comes

EB(q) =
√
ε2
B
(q) + 2nBεB(q) [UB + U2

FB
χ(T,q)]. (5.40)

The spectrum turns linear at small wave vectors k → 0 with the sound velocity

vs =

√
nB [UB + U2

FB
χ(T, 0)]

m
. (5.41)

Note, that the sound velocity turns imaginary (negative compressibility) at the

critical temperature TPS. In the following we focus on the second instability at

kDW. Then, with decreasing temperatures T , the quasi-particle energy at kDW

decreases and even vanishes (EB(kDW) = 0) at the critical temperature TDW.

Using Eq. (5.40) and (5.39), this critical temperature becomes

TDW = 16c1 JF exp

[
−
√

2 + tB
λFB

]
(5.42)

with tB = 8JB/nBUB the ratio between the kinetic and the interaction energy of

the bosons. The weak coupling analysis requires tB > λFB. This dimensionless

hopping tB also appears as the parameter driving the superfluid to Mott insulator

quantum phase transition for tB < tSF−MI ≈ 0.3 [68]. Then the superfluid to Mott

insulator transition provides an additonal competing phase for tB ≈ 0.3.

Below the critical temperature TDW, both zero energy modes b0 and bkDW

become macroscopically occupied and provide two bosonic condensates. Further-

more, this macroscopic occupation of bkDW
also characterizes a fermionic density

wave [152]. In turn, the interference of the bosonic condensates b0 and bkDW
pro-

vide a bosonic density wave. In this new phase appearing for T < TDW, a (quasi)
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condensate characterized by an off-diagonal (quasi) long-range order with a fi-

nite superfluid stiffness and a density wave providing diagonal long-range order

coexist and establish a supersolid phase.

5.4.2 Mean field theory

In the following, we study this supersolid phase appearing for temperatures below

TDW within a mean field theory. We introduce the mean fields

〈b0〉 =
√
n0N exp(iϕ0) 〈bkDW

〉 =
∆

2UFB

√
N

n0
exp(iϕDW). (5.43)

Here, n0 denotes the order parameter of the bosonic condensate at k = 0 with

the phase ϕ0, while ∆ is the order parameter of the fermionic density wave

with the phase ϕDW. In addition, ∆ also describes a second bosonic condensate

at kDW. Note, that within a lattice, the vector kDW denotes the corner point

(π/a, π/2) in the Brillouin zone. This corner point represents a special point with

higher symmetry; all corner points differ from each other by a reciprocal lattice

vector. As a consequence, we have only one mean field ∆ exp(iϕDW) describing

the fermionic density wave. In the following, we focus on low temperatures with

T � TKT allowing us to neglect thermal excitations of bosonic quasi-particles.

The bosonic density operator takes the form

nB(q) =
∑

k,k′∈K,m

b+k bk′ δKm,k−k′+q. (5.44)

Then, the interference between the two bosonic condensates induces a bosonic

density wave with

nB(0) = n0 +
∆2

4n0U2
FB

= nB (5.45)

nB(kDW) = 〈b+0 〉〈bkDW
〉 + 〈b+kDW

〉〈b0〉 =
∆ cos θ

UFB

(5.46)

From the first equation, we obtain the constraint nB = n0 + ∆2/(4n0U
2
FB

) with

nB the averaged particle density. Furthermore, the bosonic density in real space

takes the form (to be evaluated at lattice sites)

nB(x, y) = nB +
∆ cos θ

UFB

[
cos

πx

a
cos

πy

a

]
(5.47)
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with θ = ϕ0−ϕDW. This bosonic density wave appears via the interference of the

two condensates 〈b0〉 and 〈bkDW
〉. Inserting the mean field 〈b0〉 and 〈bkDW

〉 into

the Hamiltonian (5.7) and neglecting terms independent on ∆, we obtain

H

N
= 2JB

∆2

nBU2
FB

+
UB∆2 cos2 θ

2U2
FB

+
HF

N
+ o(∆4). (5.48)

The first and second terms describe the increase in the kinetic and interaction

energies of the bosons, while HF accounts for the nesting of fermions with q ∈ K

and q′ = q− kDW + Km (the reciprocal lattice vector Km ensures the constraint

q′ ∈ K)

HF =
1

2

∑

q∈K

(
c+q , c+q′

)

 εF(q) ∆ cos θ

∆ cos θ −εF(q)




 cq
cq′


 . (5.49)

Diagonalizing this Hamiltonian, we obtain the fermionic quasi-particle excitation

spectrum ε̃F(k) = ±[ε2
F
(k) + cos2 θ∆2]1/2. The fermionic excitation spectrum

opens up a gap ∆ at the Fermi energy for half filling; the energy of the states

ε < 0 decreases via the mixing of the fermionic wave functions cq with cq′ . The

thermodynamic potential Ω(T,∆, θ) becomes

Ω(T,∆, θ)

N
= 2JB

∆2

nBU2
FB

+
UB∆2 cos2 θ

2U2
FB

− T
∫ dk

v0
ln
[
1 + exp

(
− ε̃F
T

)]
. (5.50)

Minimizing this potential Ω(T,∆, θ) at fixed temperature provides the constraint

θ = sπ with s an integer, and the self-consistency relation (∂∆Ω = 0)

1

λFB

(2 + tB) =
1

N0

∫

K

dk

v0

tanh [ε̃F(k)/2T ]

ε̃F(k)
. (5.51)

The critical temperature, characterizing the onset of a fermionic density wave,

derives for ∆ = 0, and provides the same critical temperature TDW as obtained

from the instability criterion (5.42). The opening of the excitation gap ∆ modifies

the fermionic density of statesN∆(ε) = N(
√
ε2 − ∆2)|ε|/

√
ε2 + ∆2. Then, the gap

∆ at T = 0 becomes

∆(0) = 32JF exp

[
−
√

2 + tB
λFB

]
. (5.52)

We obtain the standard BCS relation 2∆(0)/TDW = 2π/ exp(C) ≈ 3.58 between

the gap at T = 0 and the transition temperature. The condensation energy EC

per unit cell at zero temperature becomes

EC =

[√
1

λFB

(2 + tB) +
1

2

]
∆2N0

4
. (5.53)
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In contrast to standard BCS theory, here the condensation energy involves the

large parameter (2 + tB)/λFB in the prefactor, and strongly enhances the conden-

sation energy. The fermionic density modulation in the ground state becomes (to

be evaluated on lattice sites)

nF(x, y) = nF + ∆ cos θ N0
2 + tB
λFB

[
cos

πx

a
cos

πy

a

]
. (5.54)

Finally, we calculate the superfluid stiffness of the bosons. Following the defini-

tion of superfluid stiffness in Ref. [145], we calculate the shift of the ground state

energy due to twisted boundary conditions for the bosons with ∆φ = L|∆k| the

phase shift by moving a particle through the system of length L (|∆k| < 2π/L).

Such a twisted boundary condition induces a continuous flow of bosonic particles

through the system, and induces a shift of the ground state energy of the Bose-

Fermi mixture. This energy shifts appears as a combination of increased kinetic

energy of the bosons condensed in the lowest energy state and a reduction of the

condensation energy of the density wave. Within mean field theory, the kinetic

energy shift of the bosons takes the form

∆ΩB(∆k)

N
= nBεB(∆k) +

∆2

4nBU2
FB

[εB(kDW + ∆k) − εB(∆k)] . (5.55)

The coupling with the fermions induces a shift of the fermionic gap ∆. We

introduce the parameter tB(∆k) = tB + ∆tB(∆k)

∆tB =
εB(kDW + ∆k) − εB(kDW) − εB(∆k)

nBUB

, (5.56)

which accounts for the shift in the bosonic hopping energy and provides via

(5.52) and (5.53) the shift in the condensation energy of the supersolid phase

(only leading order correction in ∆tB)

∆Ω(∆k)

N
= −EC + nBεB(∆k) +

∆2

4U2
FB
nB

[εB(kDW + ∆k) − εB(kDW) − εB(∆k)] .

(5.57)

Using the dispersion relation (5.11) and performing the second derivative with

respect to ∆k provides the superfluid stiffness

ρs =
nB

m∗

(
1 − ∆2

2U2
FB
n2

B

)
(5.58)

with m∗ = 2h̄2/(JBλ
2) the effective band mass. We conclude that the formation

and pinning of the charge density wave by the optical lattice leads to a reduction

in the superfluid stiffness.
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Figure 5.4: Fermionic density distribution nF(x, y) of the two degenerated ground

states of the supersolid phase. The ground state with θ = 0 (right) and the state

with θ = π (left) differ by a translation to the nearest neighbor site.

The mean field value of 〈b0〉 =
√
n0N exp[iϕ0] describes the off-diagonal

(quasi) long-range order and breaks the continuous U(1) symmetry of the sys-

tem. The excitation spectrum exhibits a linear dispersion around q = 0 and

at finite temperature only quasi long-range order survives due to fluctuations.

This (quasi) long-range order is sufficient to provide a finite superfluid stiffness

below the Kosterlitz-Thouless transition temperature TKT [145]. In addition,

the coupling between the fermions and the bosons produces a fermionic den-

sity wave instability characterized by the mean field ∆ exp(iϕDW), see Eq. (5.54).

In turn, this fermionic density wave induces a bosonic condensate 〈bkDW
〉 and

a bosonic density wave via the interference between the two condensates, see

Eq. (5.47). Then the new phase establishes a supersolid characterized by the

coexistence of off-diagonal and diagonal long-range order. The phase ϕDW of

the fermionic density wave is locked to the phase ϕ0 of the condensate via the

constraint ϕ0 − ϕDW = θ = sπ and describe two degenerated ground states, see

Fig. 5.4. Note, that this transition breaks the discrete translation symmetry and

establishes diagonal long-range order. The fermionic excitation spectrum be-

comes gapped with ε̃F(k) = ±
√
εF(k)2 + ∆2. In addition, the bosonic excitation

spectrum is also gapped around q = kDW.

Varying the chemical potential of the fermions, the supersolid phase is sta-

bilized by the opening of the fermionic excitation gap for ∆µ < ∆. This allows

to sketch the T -∆µ phase diagram of the supersolid phase, see Fig. 5.5. For a

fermionic density at half-filling nF = 1/2, the transition from the superfluid to

the supersolid is a second order phase transition at the critical temperature TDW.

In turn, for temperatures T < TDW the superfluid to supersolid transition is tuned
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Figure 5.5: Sketch of the phase diagram for the superfluid to supersolid transition.

For a fixed fermionic density nF = 1/2, a second order transition takes place at the

critical temperature TDW. Within the supersolid phase, the fermionic excitation

spectrum opens up a gap, and the fermionic density is fixed at half-filling.

by the chemical potential. Within the supersolid phase, the fermions are incom-

pressible and exhibit a fixed density nF = 1/2. The opening of a gap protects the

supersolid phase from small variations in the chemical potential induced by an

additional trapping potential. This protection is important in an experimental

realization of the supersolid phase: it is sufficient to prepare the initial state with

a fermionic density in the trap center close to half-filling. Then the supersolid

phase appears in the trap center over a large region and fixes the fermionic den-

sity at half-filling within this region. Such a behavior is in close analogy to the

superfluid to Mott insulator transition, see previous chapter. Furthermore, the

opening of the gap also protects the supersolid state from small modifications in

the band structure arising from next-nearest neighbor hopping, and justifies our

starting Hamiltonian (5.7) neglecting such terms.

5.5 Phase diagram and conclusions

The competition between the instabilities towards phase separation and the in-

stability towards a supersolid phase provides the complete phase diagram of the

Bose-Fermi mixture for weak coupling, see Fig. 5.1. For TDW > TPS the super-

solid phase supersedes phase separation. Then, at the critical temperature TDW,

we enter the supersolid phase and a gap opens in the fermionic excitation spec-
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trum characterizing an incompressible Fermi gas. This fermionic gap removes

the instability towards phase separation. Furthermore, the comparison of the

condensation energies (5.37) and (5.53) shows that a first order transition to the

phase separated state is excluded. Then, the system remains supersolid for all

temperatures T < TDW. In turn, for TPS > TDW phase separation wins over density

wave formation. Then, below the transition temperature TPS, we enter the phase

separated state which drives the fermionic density away from half-filling. The

nesting with kDW is quenched and the instability towards density wave formation

disappears. Now, the comparison between the condensation energies (5.37) and

(5.53) shows, that for (TPS − TDW)/TPS � 1 we can drive a first order transition

towards the supersolid phase by lowering the temperature. The projection of the

critical line TPS = TDW onto the λFB-tB plane satisfies

1

tB
=

λFB

1 − 2λFB

. (5.59)

For decreasing coupling λFB the supersolid phase supersedes the instability to-

wards phase separation, while increasing the hopping tB drives the system into

the phase separated state. Using the result (5.59) beyond the weak coupling limit

indicates, that for a coupling strength with λFB > 1/2, the transition towards the

supersolid phase is forbidden.

Next, we estimate the experimental parameters for an atomic mixture of

fermionic 40K and bosonic 87Rb with scattering lengths aB = 5.77 nm and aFB ≈
15nm [89]. The 2D setup is achieved by applying an anisotropic 3D optical lattice

(λ = 830 nm and VF/VB ≈ 3/7) with V z
F

� VF and V z
B

� VB which quenches

inter-plane hopping. Note, that here VF,B and V z
F,B

are expressed in terms of the

recoil energies Er
F,B

= 2π2h̄2/λ2mF,B. The hopping amplitudes JF and JB for the

lowest band derive from the well-known 1D Mathieu equation,

JF,B

Er
F,B

=
4√
π
V 3/4

F,B
exp

(
−2
√
VF,B

)
, (5.60)

while the interactions UFB and UB are given as [68]

UFB

Er
F

= 8
√
π

1 +mF/mB

(
1 +

√
VF/VB

)3/2

aFB

λγ
(V z

F
)1/4 V 1/2

F
(5.61)

UB

Er
B

= 4
√

2π
aB

λγ
(V z

B
)1/4 V 1/2

B
(5.62)

Using a finite angle between the laser beams producing the standing light waves,

we allow the change the relative size of the in- and out-of-plane lattice constants
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Figure 5.6: Left: VF-γ phase diagram at low temperatures. Increasing the

strength of the optical lattice allows to drive the transition from a supersolid

to a phase separated state. Right: Transition temperatures for γ = 3. The first

order transition line (solid-dashed line) separating the supersolid from the phase

separated state is only a guide to the eye, and can be derived by a comparison of

the condensation energies in the phase separated state and the supersolid phase.

a and az. The parameter γ = 2az/λ denotes the increase in volume of the

unit cell, and allows to tune the interaction strengths UB and UFB independent

on the hopping amplitudes JF,B. An alternative method to tune the interaction

UFB between the bosons and fermions can be realized via Feshbach resonances

[57, 58, 59]. Fixing V z
F

= 20, nF = 1/2, and nB = 3/2, we obtain for γ = 3

and VF = 4.5 the dimensionless coupling parameters λFB ≈ 0.39, tB ≈ 0.55 with

the transition temperature TDW ≈ 48 nK; we enter a regime at the border of the

validity of our weak coupling analysis. Using the above estimates, the VF-γ phase

diagram at low temperatures is shown in Fig. 5.6, and we find that changing the

strength of the optical lattice VF allows to drive the transition from the supersolid

to a phase separated state. The supersolid state is easily detected via the usual

coherence peak of a bosonic condensate in an optical lattice: after a ballistic

expansion of the condensate the interference pattern of the bosons reveal the

reciprocal lattice structure of the optical lattice. Within the supersolid phase,

the induced density wave then produces additional coherence peaks at kDW. Using

the above parameters, the weight of these additional peaks involve 15% of the

total particle number.

In conclusion, we have identified a new supersolid phase in a 2D Fermi-Bose
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gas mixture subject to an optical lattice. The boson play the role of phonons in a

condensed matter system and mediate an attraction between the fermions. The

perfect Fermi-surface nesting with kDW leads to the appearance of a fermionic

density wave and the condensation of the bosons at kDW. The bosonic density

wave then appears via the interference between the condensate at kDW and the

usual bosonic condensate at k = 0. This bosonic density wave and the condensate

at k = 0 then establish diagonal long-range order (DLRO) and off-diagonal long-

range order (ODLRO), the characteristic property of a supersolid phase.



Appendix A

Quantum Nucleation Rates

In this appendix, we perform the analytic continuation of the integral expression

(2.59) and (2.63). All integral formulas used are tabulated in Ref. [157, 139]. The

duplication and reflection formula for the Gamma function will be used often and

take the form

22µ−2

√
π

Γ(µ)Γ(µ− 1

2
) = Γ(2µ− 1), (A.1)

Γ(µ)Γ(1 − µ) =
π

sin πµ
. (A.2)

We start with the infinite wire at finite temperature T = 1/β. The decay rate

(2.59) takes the form

Γ =
λ2

κ

L

csκ

(
πκ

h̄β

)2µ−2

Im

{∫

γ

dw

2

∫ ∞

0
dλ

2µ exp(wα)

(coshλ− cosw)µ

}

with the dimensionless variables for the space coordinate λ = 2πx/csh̄β and the

time coordinate w = 2πτ/h̄β, while the driving current is given by α = h̄βI/2e.

The integration contour γ is defined by the analytic continuation of the integral

[158, 107, 109]. We follow the real axis up to the saddle point and then integrate

to +i∞. The integration along the real axis contributes only to the real part. The

analytic properties of the integrand allows to shift the contour to the imaginary

axis and we obtain with w = iu

Im
{∫

γ
dw
}

= Im
{∫ +i∞

0
dw
}

= Re
{∫ ∞

0
du
}

(A.3)

Note, that in the integral expression we drop the high energy cut-off κ, and the

integral converges only for 0 < µ < 1. As the imaginary part of the integral

123
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is regular in µ, we obtain the result for µ > 1 via analytic continuation. The

integration over λ can be performed by using a decomposition of the integral by

I1 = I2 + I3 =
∫ ∞

0
dλ

1

(coshλ− cosw)µ

=
∫ ∞

u
dλ

1

(coshλ− cosh u)µ +
∫ u

0
dλ

exp(iπµ)

(cosh u− coshλ)µ

The contour γ acquires a small negative real part due to the analytic continuation,

i.e., w = (i − |ε|)u and consequently the branch cut of the logarithm leads to a

term (−1)−µ = exp(iπµ). Both integrals are tabulated and we obtain

I2 =

√
2

π
Γ(µ)

eiπ(µ−1/2)

(sinh u)µ−1/2
Q

1/2−mu
−1/2 (cosh u) (A.4)

I3 =

√
π

2
Γ(1 − µ)

eiπµ

(sinh u)µ−1/2
P

µ−1/2
−1/2 (cosh u) (A.5)

with P
µ−1/2
−1/2 and G

1/2−µ
−1/2 Legendre functions. The Legendre functions can be ex-

pressed by Hypergeometric function 2F1 implying

I2 = 2µ π

sin πµ
zµ/2(1 − z)1−2µ

2F1(1 − µ, 1 − µ; 1; z)

I3 = −2µπe
iπµ cos πµ

sin πµ

Γ(2µ− 1)

Γ(µ)2
zµ/2(1 − z)1−2µ

2F1(1 − µ, 1 − µ; 2 − 2µ; 1 − z)

with z = exp(−2u). We first perform the remaining integral over u with the

integrand I3 and obtain

J3 =
∫ ∞

0

du

2
2µ exp(αiu)I3(u) =

∫ 1

0
dz2µz−iα/2−1I3(z)

= 22µ−1eπiµ sin2 π µ−iα
2

sin2 πµ

|Γ
(

µ−iα
2

)
Γ
(

µ+iα
2

)
|2

Γ(µ)2

The singularities in µ represent the fact that the integrals converge only for

0 < µ < 1. However, we can now apply the analytic continuation of J3 to any

value of µ and obtain the real part of J3 via the relation

Re

{
2eπiµ sin2 π(µ−iα

2
)

sin2 πµ

}
= eπα − 2

| sin π µ−iα
2

|2
sin2 πµ

(A.6)
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The first part is regular and determines the decay rate, while the second term is

canceled by the real part of J2 the integral over u with the integrand I2. Therefore

the decay rate becomes

Γ =
y2L

κ2cs

(
2πκ

h̄β

)2µ−2

exp(
h̄βI

2e
)

∣∣∣Γ
(

µ
2
− i h̄βI

4e

)∣∣∣
4

Γ(µ)2
(A.7)

The zero temperature limit is obtained via the relation

∣∣∣∣Γ
(
µ− iα

2

)∣∣∣∣
4

≈ exp(−πα)
(
α

2

)2µ−2

. (A.8)

For J2 we obtain

J2 =
∫ ∞

0

du

2
2µ exp(αiu)I2(u) =

∫ 1

0
dzz−iα/2−1I2(z)

= 22µ
π2

3F2

(
1 − µ, 1 − µ, µ−iα

2
; 1, 2 − 3µ+iα

2
; 1
)

sin πµ sin π(2µ− 1)Γ(2µ− 1)Γ
(
2 − 3µ+iα

2

)

For α = 0 we can apply the relation

3F2(a, b, c; 1 + a− b, 1 + a− c; 1) = (A.9)

2−a
√
πΓ(1 + a− b)Γ(1 + a− c)

Γ(1/2 + a/2)Γ(1 + a/2 − b)Γ(1 + a/2 − c)

Γ(1 + a/2 − b− c)

Γ(1 + a− b− c)

and obtain

J2 = 22µ−3 1

cos2 π µ
2

Γ
(

µ
2

)4

Γ(µ)2
(A.10)

which shows that it cancels the singular part in J3. For α 6= 0 we have not

yet been able to prove analytically that the real part of J2 exactly cancels the

singularities in J3. However, numerical calculations with Mathematica confirm

this hypothesis.

In this second part we calculate the decay rate (2.63) for a finite wire with

length L at zero temperature;

Γ =
λ2

κ

L

csκ

(
πcsκ

L

)2µ−2

Im

{∫

γ

dw

2

∫ π

0
dλ

22µ exp(wα)

(coshλ− cosw)µ

}
(A.11)

with λ = 2πx/L, w = 2πτ/csL and α = IL/2ecs. For I < Iw the analytic

continuation acquires a small positive real part and the contour γ does not provide
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an imaginary part; the decay rate vanishes identically. The integral over λ is

tabulated and we obtain

I4 =
∫ π

0
dλ

1

(coshw − cosλ)µ (A.12)

= π2µeiπ(1−2µ) [1 − z]1−2µ zµ
2F1(1 − µ, 1 − µ; 1; z)

with z = exp(2w). The remaining integral along the contour γ is also tabulated

and takes the form

J4 =
∫

γ

dw

2
22µI4(w) (A.13)

= (−1)π22µ−2eiπ(1−2µ)
Γ
(

µ+α
2

)
Γ (2 − 2µ)

Γ
(

µ+α
2

+ 2 − 2µ
) (A.14)

× 3F2

(
1 − µ, 1 − µ,

µ+ α

2
; 1,

µ+ α

2
+ 2 − 2µ; 1

)

The singularities in µ of this expression disappear by taking the imaginary part

Im
{
(−1)Γ(2 − 2µ)eiπ(1−2µ)

}
=

π

Γ(2µ− 1)
(A.15)

and we obtain the decay rate

Γ =
λ2L

κ2cs

π2

Γ (2µ− 1)

Γ
(

µ
2

+ IL
4ecs

)

Γ
(
2 + IL

4ecs
− 3µ

4

)
(

2πcsκ

L

)2µ−2

(A.16)

× 3F2

(
1 − µ, 1 − µ,

µ

2
+

IL

4ec0
; 1, 2 +

IL

4ecs
− 3µ

2
; 1
)
.

For I = Iw the decay rate is finite indicating a jump in the decay rate at the

critical value

Γ(Iw) =
π2λ2L

κ2cs

(
2πcsκ

L

)2µ−2

f(µ) (A.17)

where f(µ) ≈ 1 collects the terms containing the Hypergeometric function and

Gamma functions. For large currents we obtain the asymptotic behavior of the

decay rate

∫ 1

0
dz (1 − z)1−2µ z

µ+α

2
−1

2F1(1 − µ, 1 − µ; 1; z) ≈
Γ(2 − 2µ)Γ

(
µ+α

2

)

Γ
(

µ+α
2

+ 2 − 2µ
) Γ(2µ− 1)

Γ(µ)2

(A.18)

and
Γ
(

µ+α
2

)

Γ
(

µ+α
2

+ 2 − 2µ
) ≈

(
α

2

)2µ−2

(A.19)

and recover the nuclation rate in an infinite wire at zero temperature.



Appendix B

Modified Renormalization Group

Equation

In this section we derive the scaling equation for a Coulomb gas. The derivation of

the scaling equation for an interaction between a vortex-antivortex pair without

boundary conditions is given in Ref. [8]. The similar scaling analysis for the

1D situation is studied in Ref. [105, 106, 159]. Here, we show that the scaling

equation remain invariant by imposing boundary conditions to the system, i.e.,

the interaction G between the vortex-antivortex pair denotes the Greens function

of the Laplace equation with appropriate boundary conditions.

The scaling is carried out in real space. We introduce the variable ri =

(xi, csτi). Increasing the cut-off parameter x0 to x0 + dx leads to the integral

relation

∫

D1...D2n

2n∏

i

dri =
∫

D′
1
...D′

2n

2n∏

i

dri (B.1)

+
1

2

∑

i6=j

∫

D′
1...D′

j
/ ...D′

i
/ ...D′

2n

∏

k 6=i,j

drk

∫

δi(j)
dri

∫

Dj

drj +O(dx)

where Di and D′
i is defined as the the whole plane except the circles |ri−rj| < x0

and |ri−rj| < x0+dx, respectively, while δi(j) is the area x0 < |ri−rj| < x0 +dx,

and Dj is the whole plane except the circles with radius x0 around the other 2n−2

points, rk. The decomposition 1/2
∑

i6=j selects a particle i, j and pairs it with

particle j, while the integration over δi(j) restricts to relative distance between

the paired particles to the change in the scale x0 < |ri − rj| < x0 + dx. The

integration over Dj then moves this pair to all positions in the allowed region.
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The interaction energy between two particles with the same charge νi = νj is large

and is neglected, i.e., we restrict the calculations to particle-antiparticle–pairs.

We select all terms in the integrand containing i, j and apply an expansion

in the small inter-particle distance r = ri − rj to second order (summation over

indices k, l is always restricted to k, l 6= i, j)

∫

δi(j)
dri exp

(
µ
∑

k

[νiνkG(ri, rk) + νjνkG(rj, rk)]

)

=
∫

δi(j)
dri


1 +

µ2

2

∑

k,l

ν2
j νlνk[r ∇G(rj, rk)][r ∇G(rj, rl)]

−µ
2

∑

k

νjνk∂α∂βG(rj, rk)rαrβ

)
(B.2)

Performing the integral over ri, the last term becomes µπ
2

∑
k νjνk∆G(rj, rk)x

2
0 = 0

and drops out, while the remaining part simplifies to

= x0dx

[
2π + x2

0

πµ2

2
(∇φ)2

]
. (B.3)

Finally the remaining integral over Dj can be performed and leads to

= 2πx0dx

[
A− x2

0πµ
∑

k

νkνlG(rk, rl)

]
(B.4)

where A denotes the whole area of the configuration space. Writing this term as

an exponent leads to a modification of the interaction between the particles of

the form

G(ri, rj) →
[
1 +

4µπ2

τ
y2

]
G(ri, rj) (B.5)

which proves the scale invariance of the system in first order perturbation theory

of the Coulomb gas with boundary conditions and determines the scaling equation

of µ

∂lµ = 4π2µ2y2 (B.6)

with l = (x0 + dx)/x0. The first term in (B.4) determines the change in free

energy due to the presence of particle-antiparticle–pairs on short distances and

is irrelevant for the consideration of the decay rate. The scaling of the fugacity

y is obtained by the replacement of the cut-off x0 by the new cut-off x0 + dx and

the scaling is determined by the invariance of

y2n
∫ 2n∏

i

dri

x2
0

e2n lnx2
0 = y2n(l)

∫ 2n∏

i

dri

(lx0)2
e2n ln(lx0)2 (B.7)
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and leads to the scaling law

∂ly = (2 − µ)y. (B.8)

This calculations show that imposing boundary conditions to the Coulomb gas

leaves the scaling equation invariant.
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Appendix C

Effective Action within a Path

Integral Approach

An exact derivation for the effective interaction mediated by the fermions is

obtained by integrating out the fermions within a path integral formalism. Here,

we start with the path integral in imaginary time for the bosons and fermions at

finite temperature T

Z =
∫

D[c+]D[c ]D[b+]D[b ] exp
(
−SE

h̄

)
. (C.1)

The Euclidean action takes the form SE = SB + SF + SFB with

SB = T
∑

s∈Z,k∈K

{
[i ωs + εB(k)] b+k (ωs)bk(ωs) +

UB

2
nB(ωs,k)nB(ωs,k)

}

SF = T
∑

s∈Z,k∈K

[i Ωs + εF(k)] c+k (Ωs)ck(Ωs) (C.2)

SFB = T
∑

s∈Z,k∈K

UFBnB(ωs,k)nF(Ωs,k)

Here, ωs = 2πsT/h̄ denotes the Matsubara frequency respecting periodic bound-

ary conditions of the bosonic field operators, while Ωs = π(2s + 1)T/h̄ accounts

for the Matsubara frequency respecting anti-periodic boundary conditions of the

fermionic field operator. Furthermore, we introduced nB(ωs,q) for the bosonic

density operator

nB(ωs,q) =
∑

k,k′,Km

b+k (ωs) bk′(ωs) δ(q + k − k′ + Km) (C.3)

nF(Ωs,q) =
∑

k,k′,Km

c+k (Ωs) ck′(Ωs) δ(q + k − k′ + Km) (C.4)
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with Km in the reciprocal lattice. It follows, that the path integral is quadratic

in the fermionic field operators c+k and ck, and the integration over the fermionic

fields can be performed exactly. Then, we obtain

Z =
∫

D[b+]D[b ] det
{
G−1 + F [nB]

}
exp

(
−SB

h̄

)
(C.5)

with G the fermionic Greens function defined via

G−1(Ωs,Ω
′
s,k,k

′) = [ iΩs + εF(k)] δ(Ωs − Ω′
s)δ(k − k′ + Km) (C.6)

and the perturbation

F (Ωs,Ω
′
s,k,k

′) = nB(Ωs − Ω′
s,k − k′). (C.7)

The effective action for the bosons than takes the form SB + Sint with

Sint = −Tr ln
{
G−1 + F

}
(C.8)

Expanding this expression in second order

Sint = −Tr lnG−1 + TrGF − 1

2
TrGFGF (C.9)

The first term describes the contribution of the fermions in the noninteracting

system, while the second term takes the form

TrGF = UFBnB T
∑

s∈Z,k∈K

1

ih̄Ωs + εF(k)
(C.10)

= UFBnB

2π

h̄

∑

k∈K

∮

γ
dz

1

1 + exp(izh̄/T )

1

ih̄z + εF(k)
(C.11)

= UFBnB

∑

k∈K

1

1 + exp [εF(k)/T ]
= UFBnBnF (C.12)

and induces a shift UFBnF in the chemical potential of the bosons. The third term

then reduces to

TrGFGF = U 2
FB
T 2

∑

s,s′∈Z,k,k′∈K

1

ih̄Ωs + εF(k)
nB(Ωs − Ωs′ ,k − k′)

× 1

ih̄Ωs′ + εF(k′)
nB(Ωs′ − Ωs,k

′ − k) (C.13)

= U2
FB

∑

s∈Z,q∈K

nB(ωs,q)χ (iωs,q, T )nB(−ωs,−q) (C.14)

Here, χ denotes the Lindhard function

χ (iωs,q, T ) =
∑

k∈K

f [εF(k)] − f [εF(k + q)]

ω + εF(k) − εF(k + q) + iη
(C.15)



Appendix D

General concepts of physics on

low dimensions

D.1 The boundary sine-Gordon problem

In the recent years great progress has been made in solving 1+1 dimensional

quantum field theory problems. Here, we focus on the exactly solvable boundary

sine-Gordon problem on a half line [160, 161] The action in imaginary time takes

the form

S =
∫ 1/T

0
dτ
∫ ∞

0
dx
[
K

4π
(∂µφ)2 + λ cos(φ)δ(x) (D.1)

+Λ cos(2φ) +
F

2π
∂xφ

]
.

The last term describes a driving term and allows to consider non-equilibrium

properties of the system. Of special interest is the limit Λ → 0 due to its ap-

plications to many physical system, e.g., impurity problems (see Chapter D.2.1),

and a particle with damping in a periodic potential (see Chapter D.2.2). We

will restrict our discussion to this particular limit Λ = 0. Applying perturbation

theory in λ, provides the partition function at F = 0 [23, 162]

Z =
∑

n

1

(n!)2
λ2nZn (D.2)

with

Zn =
∫ 1/T

0

2n∏

i

dτi exp


1

2

∑

i6=j

νiG (τi, τj) νj


 . (D.3)
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This partition function describes a classical gas of 1d charges |νi| = 1 with charge

neutrality
∑

i νi = 0 and logarithmic interaction

G (τi, τj) =
1

K
ln

[(
κ

Tπ

)2

sin2 πT (τi − τj)

]
(D.4)

where κ is a system depending renormalization constant. There are two critical

points of the system: weak coupling with λ = 0 and strong coupling λ→ ∞. For

finite coupling λ, the behavior is controlled by the dimensionless parameter K.

The first order RG equation has been calculated in [159] and take the form

∂l[λ/κ] = (1 − 1

K
)[λ/κ]. (D.5)

For K < 1 the system flows to weak coupling in the infrared limit (IR) and

to strong coupling in the ultraviolet (UV), while for K > 1 the properties of

the system are determined by the strong coupling fix-point in the IR and weak

coupling in the UV.

IR UV

K > 1 strong coupling weak coupling

K < 1 weak coupling strong coupling

The exact solution of the boundary sine-Gordon model allows not only to

calculate thermodynamic quantities, but also to derive the response function

X(F, T ) = ∂t

∫∞
0 dx∂xφ for arbitrary driving forces F and temperatures T . The

response function is a universal function of F/T and T/TB [110]

X(K,
F

T
,
T

TB

) (D.6)

with

TB = κ′λ
K

K−1 (D.7)

and κ′ a system depending renormalization factor (for a relation between κ′ and

κ see Eq. D.9 and Eq. D.24). The response function is derived by using a special

set of quasiparticle states where the scattering matrix at the boundary and the

scattering of quasi particles in the bulk is exactly known from the exact solution

of the sine-Gordon problem. Via the thermodynamic Bethe-ansatz technology

the density of states and the distribution function are calculated. The response

function is then derived via a kinetic (Boltzmann) equation due to scattering at

the boundary of the quasiparticles [110].
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A duality in the system was first predicted by Schmid [23] who noted that

the perturbative expansion (D.2) coincides with an instanton expansion under

the duality K → 1/K and λ → λ̃ ∝ λ−1/K . As a consequence, the perturbative

calculation in λ of the response X in the case K < 1 [163] lead to similar algebraic

corrections as the instanton expansion for quantum tunneling in the case K > 1

[17, 99] under the above duality transformation. Using the exact solution, the

duality implies a relation for the response function at zero temperature T = 0

[110, 164]

X (K, u) = 1 − X (1/K, u) =
i

4u

∫

γ
dx

1√
x+ xK − u2

(D.8)

where we have introduced the new variables

u =
F

T ′
B

X =
KX

F
T ′

B
= TB

2
√
πKΓ

[
1
2

+ 1
2(K−1)

]

Γ
[

1
2(K−1)

] (D.9)

The above duality relation is expected to hold also at finite temperature and

allows to calculate transport properties in the strong coupling limit via pertur-

bation theory in the weak coupling limit.

D.2 Application to physical relevant systems

D.2.1 Luttinger liquid with impurity

It is well known that interacting fermions in 1D have non-Fermi–liquid behavior

known as Luttinger liquid. Applying the usual bosonization procedure [100] leads

to the action

S =
h̄

Kπ

∫ ∞

0
dτ
∫ ∞

−∞
dx
{

1

2v
(∂τθ)

2 +
v

2
(∂xθ)

2
}

(D.10)

with v the sound velocity and K the Luttinger parameter describing the inter-

action between the fermions, i.e., K > 1 for attractive fermions, while K < 1

describes repulsive fermions, andK = 1 is the limit of free electrons. The field θ is

a bosonic field and is called the charge field due to its properties that Q = e∂xθ/π

describes the charge density for the electrons, while I = −e∂tθ/π is the current

density. On the other hand the bosonization also provides the dual phase field φ

∂xφ = − 1

Kv
∂tθ ∂tφ =

v

K
∂xθ (D.11)
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and the equivalent description of the system by the action

S =
h̄K

π

∫ 1/T

0
dτ
∫ ∞

−∞
dx
{

1

2v
(∂τφ)2 +

v

2
(∂xφ)2

}
. (D.12)

However, in the one-dimensional electron liquid the charge is the measurable

quantity and transport properties are performed by applying a voltage across the

channel, which leads to a driving force

SF =
∫ 1/T

0
dτ
∫ ∞

−∞
dx
eV

π
∂xθ. (D.13)

This is in contrast to the superconducting case discussed in the next section

where the phase field is the macroscopic variable and standard calculations are

performed for a current biased (see Eq. D.18).

Transport properties in this system with a single impurity was extensively

studied by Kane and Fisher [123, 163]. They considered two different models for

the impurity:

Hint/h̄ K > 1 K < 1

weak impurity: λ cos 2θ(0)
weak

coupling

strong

coupling

weak link:

(strong impurity)
λ̃ cos 2φ(0)

strong

coupling

weak

coupling

For each kind of impurity they calculated via the perturbative expansion in λ in

the weak coupling regime the algebraic corrections to the current voltage charac-

teristic. However, the exact response function (D.6) allows now also to calculate

the exact current voltage characteristic in the weak and strong coupling limit.

The mapping of the Luttinger liquid with impurity to the boundary sine-

Gordon problem on a half line is obtained via a the non-local transformation of

the fields [110] which separates the problem in a “free” Luttinger problem on a

half line and a boundary sine-Gordon problem on the half line. The “free” part

does not contribute to the current voltage characteristic which is determined by

Eq. D.6 with
e

2π
X = I F =

eV

h̄
. (D.14)

An crucial question is weather the response of the weak impurity problem in the

strong coupling regime is equivalent to the response of the weak link in the weak

coupling limit. The answer is again provided by duality [164] which proves that
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the difference between the strong impurity problem with λ and the weak link with

coupling λ̃ differs by irrelevant operators which do not contribute to the response

function. As a consequence the perturbative calculation in the weak link problem

provides the non-perturbative expansion in the strong coupling regime of the weak

impurity problem, and vis versa.

D.2.2 Particle in periodic potential with damping

The dynamics of a superconducting Josephson junction is equivalent to a quan-

tum particle with damping in a periodic potential and the action takes the form

S = h̄
∫ 1/T

0

∫ 1/T

0
dτdτ ′G−1

0 (τ − τ ′)φ(τ)φ(τ ′) (D.15)

+
∫ 1/T

0
dτ

{
EJ (1 − cos φ(τ)) − h̄I

e′
φ

}

with e′ = 2e and the propagator

G−1
0 =

h̄

16EC
ω2 +

K

2π
|ω|. (D.16)

The last term describes a driving term appearing via current bias of the system,

while EC and EJ denote the standard charging and Josephson energies [98]. For

zero driving force, the system exhibits a quantum phase transition at K = 1 [23,

104], where the mobility changes from diffusive behavior (K < 1 corresponding

to weak coupling) to a localized response (K > 1 and strong coupling). This

transition is in agreement with the result for a Luttinger liquid with a weak link.

In the strong coupling case several approaches via instanton techniques provide a

algebraic current-voltage characteristic [17, 99]. The action of a damped particle

can be written in the form

S =
h̄K

4π

∫ 1/T

0
dτ
∫ ∞

0
dx
[
(∂τφ)2 + (∂xφ)2

]

+
∫ 1/T

0
dτ

{
EJ cosφ(0) +

h̄2

16EC
[∂τφ(0)]2

}
. (D.17)

The mass term is an irrelevant operator for K > 0 and drops out for low drives.

The driving term takes the form

SF =
∫ 1/T

0
dτ
∫ ∞

0
dx
h̄I

e′
∂xφ (D.18)
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and the voltage across the weak link is obtained as a response function via the

Josephson relation V = h̄∂tφ(0)/e′, i.e.,

h̄

e′
X = V F =

2πI

e′
λ =

EJ

h̄
. (D.19)

D.3 Quantitative Comparison

A comparison of the first order perturbative expansion or algebraic correction

derived via instanton technique allows to determine the system depending renor-

malization factors TB, κ, and κ′. Therefore, we expand X in u [164]

X = 1 −
∞∑

n=1

an(1/K)u2n(1/K−1) (D.20)

X =
∞∑

n=1

an(K)u2n(K−1) (D.21)

an(K) =
(−1)n+1

n!

√
π

2

Γ [nK + 1]

Γ [3/2 + n(K − 1)]
(D.22)

and compare the expansion (D.21) with the perturbative serie derived in [123]

I(V ) =
e2V

2πKh̄

[
1 − π2

KΓ(2/K)

(
eV

K

)2/K−2 (
λκ−1/K

)]
. (D.23)

We obtain the relation between T ′
B and the cut-off κ defined by the two-point

correlation function (D.4)

λκ−1/K =
21/K

2π
Γ(1/K)

(
T ′

B

K

)1−1/K

. (D.24)

Furthermore, the result derived in [99] for quantum tunneling which is a large K

expansion takes the form

V =
2πh̄

e′

(
16EC

h̄

)2 h̄

EJ

K7/2

8π7/2

(
Ih̄

e′EJ

)2K−1

(D.25)

and is comparable to (D.20), which leads to the relation

κ = K
4
√

2eC

π

EC

h̄
≈ 1.6K

EC

h̄
. (D.26)

The knowledge of these relations allows the determine the system depending

renormalization factors κ′ and also leads to a relation between κ and κ′.
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Rev. Lett. 78, 1552 (1997).

[15] I. Affleck, Phys. Rev. Lett. 46, 388 (1981).

139



140 BIBLIOGRAPHY

[16] H. Grabert and U. Weiss, Phys. Rev. Lett. 52, 2193 (1984).

[17] A. O. Caldeira and A. J. Leggett, Ann. Phys. (N.Y.) 149, 374 (1983).

[18] A. I. Larkin and Y. N. Ovchinnikov, Sov. Phys. JETP 86, 420 (1983).

[19] G. Schön and A. D. Zaikin, Phys. Rep. 198, 237 (1990).

[20] R. F. Voss and R. A. Webb, Phys. Rev. Lett. 47, 265 (1981).

[21] M. H. Devoret, J. M. Martinis, and J. Clarke, Phys. Rev. Lett. 55, 1908

(1985).

[22] J. M. Martinis, M. H. Devoret, and J. Clarke, Phys. Rev. B 35, 4682

(1987).

[23] A. Schmid, Phys. Rev. Lett. 51, 1506 (1983).

[24] A. J. Leggett et al., Rev. Mod. Phys. 59, 1 (1987).
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Education

1981 –1989 Primary and secondary school in Wattwil

1989 –1994 Kantonsschule in Wattwil

Final degree: Matura

19/1994 - 10/1998 Undergraduate studies in physics at the Swiss

Federal Institute of Technology Zürich (ETH-Zürich)
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