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Abstract

The remarkable progress in control over cold atomic gases has led to a point where
people are no longer satisfied with merely studying these systems, but rather put
them to use to understand complex quantum many-body systems. The basis of this
development is a deep understanding of the interaction between atoms, and how
to exploit those in order to engineer interesting and novel quantum-systems. The
aim of this particular thesis is to contribute to this third quantum revolution [1]
and hence help to understand the inner workings of complex many-body systems.
We present a method to control the shape and character of the interaction between
cold atoms based on dressing the atomic ground-state with a Rydberg-state. The
latter induces a van der Waals interaction between all the atoms in the ensemble,
and allows for control via the coupling light-field. We find that with increasing
atom densities the ensemble shows a direct transition into a collective regime that
preempts the onset of three-body interactions associated with a break-down of
the first Born-approximation. The reason for this intriguing behavior is the strong
interaction between Rydberg atoms that gives rise to the blockade-mechanism, and
prevents the simultaneous excitation to the Rydberg-state for spatially close atoms.
The non-trivial behavior of the interaction-potential within the collective regime
yields a novel tool for shaping the interaction between ground-state atoms beyond
s-wave scattering. We study this collective regime and the resulting interaction-
potential between the atoms within a variational/mean-field approach, and discuss
its effects on a trapped Bose-Einstein condensate.

Artificial atoms show remarkable properties, that are often superior to real atoms.
In particular, since they are built out of many constituents, such systems often ex-
hibit an enhanced coupling to the light-field as well as strong optical non-linearities
even for small light-fields. On the other hand, noise in quantum-mechanical sys-
tems can not only destroy coherence, but rather can be used in order to robustly
drive a system into an interesting state. We study the effect of a controlled de-
phasing onto an artificial atom in the context of an ensemble of atoms coherently
coupled to a Rydberg state and demonstrate that such an enhanced artificial atom
allows for the deterministic absorption of a single photon from an arbitrary incom-
ing probe field. Such behavior yields a unique tool in light-matter interaction, and
opens the path to realise quantum-networks or to fabricate novel quantum-devices.

Here, we discuss the applicability of this single-photon absorber as a single-photon
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transistor, a high fidelity n-photon counter, and a device that allows for the deter-
ministic creation of non-classical states of light via photon-subtraction.

A non-trivial topological order of quantum-states leads to conservation of cer-
tain properties and, hence, increases their robustness against external perturba-
tions. This can even stabilize quantum-states against local fluctuations. The latter
usually corrupts the coherence within a macroscopic object and thereby prevents
quantum-phenomena to occur in our macroscopic world. As an example of such a
topological state, we study the behavior of vortex-excitations in a two-dimensional
superfluid confined to a periodic potential, as can be realised within a cold atomic
gas in an optical lattice. For large superfluid filling factors and strong interactions,
the healing-length and, accordingly, the vortex core is much smaller than the lat-
tice spacing. As a result, vortices are confined to the plaquettes of the lattice, and
can be described in the framework of an effective tight-binding Hamiltonian. Via
a first-principle calculation based on coherent-state path-integrals we derive the
microscopic parameters of this model and provide an analytic expression for the
vortex mass. Moreover, we show that such a quantum vortex is not obliged to
follow the superfluid flow, but rather exhibits Bloch-oscillations perpendicular to
it, which is a telltale sign for quantum interference of this macroscopic many-body
excitation.

Recently, Jonathan Simon et al. [2] performed a major step towards simulating
quantum many-body systems in cold atomic gases by simulating the paramagnet-
antiferro-magnet transition of a one-dimensional Ising-model. Fundamental excita-
tions in the phase with broken translational symmetry are domain-walls carrying
fractional statistics. The question is, whether experimentally accessible single-
particle excitations, which correspond to two closely-bound domain-walls, decay
into fractional excitations or remain closely-bound. By use of perturbation theory,
we derive an analytic model for the time-evolution of these fractional excitations
in the framework of a tilted Bose-Hubbard model, and demonstrate the existence
of a repulsively bound state above a critical center-of-mass momentum. The valid-
ity of the perturbative approach is confirmed by the use of --DMRG simulations.
Together with the recent demonstration of single-site addressing and readout in
optical lattices, these findings open the path for experimental observation of frac-

tional excitations within cold atomic gases.
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Zusammenfassung

Die Forschung an ultra-kalten Quantengasen ist heute nicht mehr ausschliesslich
reiner Selbstzweck. Vielmehr versucht man kalte Gase als Werkzeug zu verwen-
den, um komplexe Vielteilchen-Systeme besser zu verstehen. Die Grundlage dieser
erstaunlichen Entwicklung ist ein tiefes Verstdndnis tiber die Wechselwirkung zwi-
schen den Atomen, sowie die Moglichkeit diese nach Belieben zu verdndern, und
dadurch interessante und neuartige Quantensysteme zu kreieren. Ziel dieser Dis-
sertation ist es, einen Beitrag zu dieser dritten Quanten-Revolution [1] zu leisten,
und so komplexe Vielteilchen-Systeme besser zu verstehen.

Wir zeigen eine Methode, um sowohl die Form als auch den Charakter der Wech-
selwirkung zwischen kalten Atomen zu verdndern. Unser Ansatz basiert auf der
Moglichkeit dem Grundzustand der Atome etwas von einem angeregten Rydberg-
Zustand beizumischen. Die van der Waals Wechselwirkung zwischen Rydberg-
Atomen tibertriagt sich so auf jedes einzelne Atom im Ensemble. Erhoht man die
Wechselwirkung, so zeigt das Ensemble einen direkten Ubergang in ein kollek-
tives Regime, wobei das Regime mit dominanten Dreiteilchen-Wechselwirkungen
iibersprungen wird. Der Grund fiir dieses faszinierende Verhalten ist der Blockade-
Mechanismus zwischen Rydberg-Atomen, welcher die Anregung rdumlich naher
Atome verhindert. Dieses nicht-triviale Verhalten des Wechselwirkungs-Potentials
im kollektiven Regime stellt ein neuartiges Werkzeug dar, um die Wechselwirkun-
gen zwischen Atomen iiber die s-Wellenstreuung hinaus zu beeinflussen. Wir un-
tersuchen dieses kollektive Regime und das daraus resultierende Wechselwirkungs-
Potential zwischen den Atomen mit Hilfe eines Variations- / Mean-Field-Ansatzes,
und diskutieren dessen Auswirkungen auf ein Bose-Einstein-Kondensat in einer
harmonischen Falle.

Die extremen Eigenschaften kiinstlicher Atome sind denen realer Atome in vielen
Aspekten iiberlegen. Da sie aus mehreren Teilchen aufgebaut sind, zeigen der-
artige Systeme oft eine erhéhte Kopplung an das Lichtfeld sowie starke optische
Nicht-Linearititen, die schon bei kleinen Feldstirken signifikante werden. Auf der
anderen Seite sind Fluktuationen in quantenmechanischen Systemen nicht aus-
schliesslich Quellen von Dekohérenz, sondern kénnen dazu genutzt werden um ein
System zuverlédssig in einen interessanten Zustand zu bringen. Wir studieren die
Auswirkungen von kontrolliertem Dephasieren auf ein kiinstliches Atom, genauer

eines Ensembles von Atomen das kohdrent an einen Rydberg-Zustand gekoppelt ist.



Wir zeigen, dass ein derart verbessertes kiinstliches Atom deterministische Einzel-
Photonen-Absorption ermdéglicht. Dieses Verhalten stellt eine einzigartige Licht-
Materie-Wechselwirkung dar, die den Weg fiir Quanten-Netzwerke und neuar-
tige Quanten-Geréite ebnet. Insbesondere diskutieren wir die Anwendbarkeit des
Einzel-Photonen-Absorbers als einen Einzel-Photonen-Transistor, einen hochauf-

l6senden n-Photonen-Zéahler sowie als Quelle fiir nicht-klassische Licht-Zustande.

Eine nicht-triviale topologische Ordnung fiihrt zu neuen Erhaltungssédtzen und ver-
ringert damit die Empfindlichkeit des Systems gegen dussere Storungen. Insbeson-
dere erlaubt dies die Stabilisierung von Zustédnden trotz lokaler Fluktuationen,
welche {iblicherweise die Kohédrenz innerhalb eines makroskopischen Objekts und
damit das Auftreten von Quanten-Phénomenen in unserer makroskopischen Welt
verhindern. Als ein Beispiel eines solchen topologischen Zustands untersuchen wir
das Verhalten von Vortex-Anregungen in einem zweidimensionalen Superfluid in
einem periodischen Potential. Ein derartiges System kann zum Beispiel iiber ein
kaltes atomares Gas in einem optischen Gitter realisiert werden. Im Regime mit
vielen superfluiden Teilchen pro Gitterplatz sowie starken Wechselwirkungen ist die
Kohérenz-Lénge, welche die Grosse des Vortex-Kerns bestimmt, viel kleiner als die
Gitterkonstante. Die Vortices sind damit auf den Plaquetten des Gitters gefang-
en, und koénnen gut mit einem effektiven tight-binding Hamiltonian beschrieben
werden. Basierend auf einer mikroskopischen Beschreibung des Superfluids leiten
wir mittels Pfad-Integralen die mikroskopischen Parameter dieses Modells her, und
geben einen analytischen Ausdruck fiir die Vortex-Masse an. Wir zeigen, dass im
Gegensatz zum klassischen Fall ein massiver Quanten-Vortex nicht dem superflu-
iden Strom folgt, sondern Bloch-Oscillationen orthogonal dazu ausfithrt, und damit

eine klare Signatur fiir Interferenz einer Vielteilchen-Anregung zeigt.

Jonathan Simon et al. [2] simulierten vor kurzem den Paramagnet- Antiferromagnet-
Ubergang in einem eindimensionalen Ising-Modell mittels kalter Atome und leis-
teten damit einen wichtigen Beitrag zum Gebiet der Quanten-Simulation. Die
fundamentalen Anregungen in der Phase mit gebrochener Translations-Symmetrie
sind Doménenwénde, welche eine fraktionelle Statistik aufweisen. Die Frage ist
nun, ob die experimentell zugénglichen Einteilchenanregungen, die zwei eng gebun-
denen Doménenwénden entsprechen, in fundamentale Anregungen zerfallen kénnen
oder gebunden bleiben. Mit einem stérungstheoretischen Ansatz leiten wir ein
analytisches Modell fiir die Zeit-Evolution der fraktionellen Anregungen her, und

zeigen die Existenz eines repulsiv-gebundenen Zustands oberhalb eines kritischen
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Schwerpunkts-Impulses. Zusétzlich bestdtigen wir unsere analytische Rechnung
durch numerische --DMRG-Simulationen. Mit der neusten Generation von Ex-
perimenten, die das Adressieren und Auslesen einzelner Pldtze in einem optischen
Gitters erlaubet, eroffnet dies die Moglichkeit fraktionelle Anregungen in kalten

atomaren Gasen zu beobachten.
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“If the laws of physics no longer apply in the future ...
God help you.”
—Portal 2
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CHAPTER 1

Introduction

Imagine you want to understand a very complex system. Rather than try and
account for everything at once, it is the very human nature to simplify and con-
centrate on particular aspects. These simplifications might not give accurate pre-
dictions, and leave some or even most phenomena unexplained. Nevertheless, they
are useful as long as they capture the basic idea of the particular aspect one is in-
terested in. In theoretical physics, this concept of simplification is well established.
In fact, already Isaac Newton reduced whole planets and suns to point-like objects
in his quest to understand gravitation. Needless to say, he was quite successful in
his approach.

Today, cold atomic gases offer the same possibility for experimental physics: They
allow for the creation of a simplified version of a complex quantum many-body
systems as is often found in condensed-matter physics, and thus to perform exper-

iments in an idealized environment.

Yet one might ask: Would it not be simpler to use the version nature gave you?
Well, the answer is sometimes. Cold atomic gases offer the possibility to observe
a particular system in its purest form, that is without undesirable effects such as
dissipation, disorder, and all those minor annoyances which in total might obscure
the effect one actually hopes to observe. In that sense, experiments on cold atoms
have more in common with a simulation rather than an actual experiment: One is
quite sure about the model describing the system, but not about how the system
will behave. Moreover, there are measurements that are incredibly hard or even
impossible to perform in solid materials, yet straightforward in cold atomic gases
(and vice versa). Hence, the different point of view offered by cold atomic gases

might shed light on systems whose inner workings have been elusive for decades.



1 Introduction

In the beginning years of cold atomic physics the main focus of research was to
reach a Bose-Einstein condensate, and, after its realization by Wieman and Cor-
nell [3] in 1995, to explore the coherent properties of this intriguing macroscopic
quantum-state [4-6]. However, the remarkable success of ultra-cold atomic gases
in recent years is based on the possibility to reach the strongly-correlated regime,
in which interactions rather than the properties of individual particles govern the
behavior of the system [1,7,8]. On the one hand, these strongly-correlated systems
exhibit a rich variety of interesting phenomena, such as superfluidity in liquid he-
lium, fractional quantum-hall excitations and the peculiarity of high-temperature
superconductivity. On the other, they are notoriously hard to understand, as often
standard methods, both analytically and numerically, simply fail. To achieve this
highly interesting regime, the interaction energy of the particular system needs to

exceed its kinetic energy, and basically leaves one with two paths to follow:

The first one is to increase the interaction energy by increasing the interaction
itself, and was explored by Stoof et al. [9] in 1996. They proposed to use Feshbach
resonances in order to fabricate a BCS pairing in a degenerate gas of 5Li. In gen-
eral, a Feshbach resonance appears whenever the energy of two scattering particles
coincides with the energy of a bound state, which in that context are called open
and closed channel, respectively. The scattering particles are then temporarily
captured in this particular bound state, and the resulting delay in emission yields
an effective increase in the scattering-length depending on the relative energetic
distance between open and closed channel. Now, the main reason for Feshbach-
resonances to be so commonly used in cold atomic gases is the possibility to tune
this energy difference and, in consequence, the scattering length via an external
macroscopic parameter: For instance, if the open and closed channel feature differ-
ent magnetic moments, a uniform magnetic field can be applied in order to change
their relative energetic position, and, in turn, the scattering length [10]. It is thus
possible to create a smooth transition from the weakly-interacting to the strongly-
correlated regime, without any change on the experiment itself. Such a setup was
first realised experimentally by Cornish and coworkers [11] in 2000. Unfortunately,
the increase in scattering length led to a decrease in the condensate lifetime due

to three-body losses.

An alternative route was followed by Jaksch et al. [12]: They proposed to use a
so called optical lattice to reduce the kinetic energy by restricting the motion of

the atoms. Exposing an atom to a coherent light-field induces a constant energy



shift E.. ~ I/A, where I is the intensity of the light field and A = w — w, is
the detuning of the laser frequency w from the nearest atomic transition wq [1,8].
This energy shift is due to the dipole-force, and can be understood as the time-
dependent version of the Stark-effect, the so called ac-Stark shift. Interference
between two laser beams creates a spatial modulation of the light-intensity and
yields a periodic potential for the atoms with a length-scale given by half the laser
wave-length. The combination of several lasers then allows for the creation of
near arbitrary lattice geometries, ranging from a simple one-dimensional stack of
atomic pancakes to complicated structures such as a Kagome lattice [13]. Both the
lattice-depth and the lattice-spacing can be tuned by the laser frequency as well
as the overall light-intensity. Typically, the lattice-depth is much larger than the
thermal energy of cold atoms. For a three-dimensional lattice, the atoms are thus
confined to small, quasi-one-dimensional lattice sites. Although their low thermal
energy prevents them from moving over the energy barrier, quantum mechanics
allows them to tunnel, and therefore hop from one site to another. This hopping
then corresponds to the kinetic energy of the atoms and depends exponentially on
the lattice depth. On the other hand, if two atoms occupy the same lattice site,
their interaction gives rise to an energy shift. Again, this can be tuned by the lasers
generating the lattice as well as the aforementioned Feshbach-resonances. Yet, the
strong atomic localization prevents particles to interact if they are on different
lattice sites. The simple picture of particles tunneling from one site to another
and interacting only if they are on the same site can be cast in the famous Bose-
Hubbard model [14], which is an exemplary model for strongly correlated Bosons.
In a beautiful experiment in 2002, Markus Greiner and coworkers [15] realised
such a system within a Bose-Einstein condensate, and observed a quantum phase
transition from a superfluid phase in which particles move freely all over the lattice

to a Mott-insulating phase where the atoms sit put on their respective lattice site.

From these beginning steps of manipulating the properties of cold atomic gases
a whole field of quantum engineering has developed over the last decade. This
remarkable progress is based on both experimental achievements in increasing the
control over atoms as well as theoretical understanding on how to exploit the basic
properties of cold atomic gases. Given the abundance of good review articles about
cold atomic gases, we will name but a few of the most famous publications, and
refer the interested reader to the literature [4,7,10,16].

One of the first experiments to demonstrate the capabilities of cold atomic gases
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in modeling solid-state physics was the fabrication of a Tonks-Giradeau gas [17]
as a first example of a bosonic Luttinger-liquid [18] by Kinoshita et al. [19] and
Paredes et al. [20] following the proposal of Petrov, Shlyapnikov and Walraven [21].
Another beautiful experiment by Juliet Billy and coworkers [22] demonstrated
Anderson-localization [23] of a Bose-Einstein condensate by use of a speckle pattern
of light, and opened the path to study disorder in these systems. In two dimensions,
Hadzibabic [24] observed a crossover between a phase with an exponential decay of
correlations and a phase with quasi-long-range order, in which correlations decay
algebraically, and thus provides evidence for a Berezinskii-Kosterlitz-Thouless-type
transition [25] from a phase of bound vortex pairs to one of free vortices. Another
way to efficiently prepare interesting many-body states is the use of long-range
interactions due to Rydberg excitations. Those might offer the possibility to study
dynamics and disorder for scalable quantum information networks, as was recently
reported by Dudin et al. [26].

In next generation experiments, built in Munich and Harvard by Sherson et al. [2]
and Bakr et al. [27], that allow for single-site addressing and imaging in opti-
cal lattices, one can actually see atom dynamics in an optical lattice. By use of
these techniques Cheneau et al. [28] reported on the observation of correlation
spreading in an optical lattice and Endres et al. [29] studied a Higgs-mode in a
two-dimensional neutral superfluid. Simon et al. [2] made a huge step towards a
dedicated quantum-computer by simulating the antiferromagnet-paramagnet tran-

sition in an Ising-model at the multi-critical point.

Although a fully fledged quantum-computer is still a long way from realization,
the recent advances in control over quantum-matter might lead to systems that are
capable to simulate specific strongly-correlated models. Such dedicated quantum-
simulators can help to understand whether certain analytically unsolvable models
are even applicable in the first place, and carry the effects one hopes to describe.
Following Feynman, this quantum revolution associated with control over macro-
scopic quantum systems and the rise of quantum technologies [1] might give insight
into the inner workings of solid-state systems which eluded our understanding so
far. There is still much work to do in both experimental control over the cold
atomic gases as well as our theoretical understanding of these systems and what
they are actually capable of. Yet, steps to enlightenment brighten the way; but the
steps are steep. Take them one at a time. [30]. In this thesis I try to take one of the

steep steps, and hopefully contribute to the understanding of strongly-correlated



many-body systems.

In chapter 2 we study the influence of Rydberg dressing on the ground state wave-
function of a Bose-Einstein condensate. Due to their huge spatial extent, Rydberg
atoms are easily polarizable and feature a strong van der Waals interaction. Quan-
tum mechanics then allows one to admix the strongly interacting Rydberg state
to the atomic ground state, and thus induce a long-range interaction-potential be-
tween all atoms in the ensemble. In the weak-dressing limit, the interaction is gov-
erned by two-body processes, and can be treated approximately within an adiabatic
Born-Oppenheimer approach. However, this approximation breaks down if one in-
creases the Rabi-frequency coupling the ground- and Rydberg-state. Although one
would expect three-body and higher-order interactions to become gradually impor-
tant, we show that the system exhibits a direct transition into a collective regime
where all orders of the interaction need to be taken into account. This remarkable
behavior is a result of the blockade-mechanism of Rydberg atoms that prevents
the simultaneous Rydberg excitation of two atoms in close vicinity. We apply a
variational/mean-field approach in order to derive an effective interaction-energy
from the microscopic Hamiltonian. As a result, this allows us to describe the sys-
tem within a generalized Gross-Pitaevskii equation and to derive the condensate

wave-function in the Thomas-Fermi limit.

The weak interaction between light and matter renders photons a promising can-
didate for quantum information transport. Yet, this very property requires an
efficient way to convert an excitation in a light-field into one of a quantum-system,
and usually takes some stringent requirements on the side of the light-field, such
as a w pulse or a Stimulated Raman Adiabatic Passage (STIRAP). In Chapter 3
we demonstrate how to circumvent most of these restrictions and to create a sys-
tem that is capable to deterministically absorb a single photon from a probe-beam
with minimal requirements on the probe-beam itself. The design is based on the
blockade-mechanism, as can be realised in an artificial atom, in combination with
a controlled dephasing of the excited states. The latter breaks the bright- and
dark-space invariance induced by a coherent light-field driving the transition from
ground to the collective excited state. In turn, the modified artificial atom features
enhanced absorption properties, which in the limit of infinite constituents create
a perfect single-photon absorber. This design provides a unique tool in photon-
matter interaction, and opens the path to create novel quantum-devices useful in

several fields of research and technology. We explicitly address its application as
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a single-photon transistor, a high fidelity n-photon counter, and for deterministic

creation of non-classical states of light via photon-subtraction.

In chapter 4, we investigate whether macroscopic many-body excitations such as
topological defects can exhibit quantum-phenomena. In particular, we consider a
cold atomic gas in a two-dimensional optical lattice, described within the frame-
work of a Bose-Hubbard model. In the regime of large particle-filling and strong
interactions close to the Mott-insulator transition, the lattice spacing is the defin-
ing length-scale of the system. As a result, the healing-length of the superfluid
associated with the dimension of the vortex core is much smaller than the lattice
spacing, so that the vortices are pinned to the plaquettes of the lattice. By use
of a coherent-state path-integral formalism we obtain an effective action for the
vortices that is similar to the action of charged particles under the influence of
a perpendicular magnetic field. The low-distance cut-off provided by the lattice
leads to dissipationless vortex-tunneling in this particular regime and, thereby, to
a finite tunneling-rate associated with a vortex-mass, and, ultimately, gives rise
to an effective tight-binding Hamiltonian for the vortices. In contrast to a classi-
cal massless vortex, the nearest-neighbor hopping in the tight-binding Hamiltonian
yields a periodic dispersion relation. In the presence of a force we find that a vortex
performs Bloch-oscillations that are a telltale sign for single-particle interference

and, hence, quantum-behavior of a macroscopic many-body excitation.

In the final chapter 5, we study the behavior of excitations in a tilted one-dimen-
sional optical lattice cast in the form of a Bose-Hubbard model. The equivalence
of this model with the one-dimensional Ising-model suggests that fundamental
excitations in a density-wave phase with two atoms on every other lattice site are
domain-walls, which show fractional statistics. Yet, the only excitations accessible
in this broken-symmetry phase correspond to two closely-bound domain-walls. The
important question is then, whether such an experimentally accessible excitation
decays into fundamental domain-wall excitations, or stays in its bound form. By
use of a perturbative approach we derive an analytic model for the time-evolution
of experimentally accessible excitations and show that the system features both
the decay into fractional excitations as well as a stable bound state above a critical
center-of-mass momentum. Furthermore, we confirm our findings via --DMRG
simulations, and provide parameters for experimental observation. Together with
the recently demonstrated single-site readout in optical lattices, this opens the

path to simulate fractional excitations in a well-controlled cold atomic setup.









CHAPTER 2
Collective Many-Body Interaction in

Rydberg-Dressed Atoms

2.1 Motivation

A microscopic understanding of the interaction and the means to control them
via external fields is one of the stepping-stones in the quest of finding novel and
interesting quantum phases within ultra-cold atomic gases.

Nowadays, there are several tools available to alter interactions. Arguably the most
prominent example are Feshbach-resonances [31-34], which allow for a tuning of
the s-wave scattering-length an external magnetic or laser field [10], and can be
efficiently implemented in experimental setups. However, to realise anisotropy or
long-range behavior in particle interactions, one has to rely on different means.
A path to implement the former are atomic gases with large magnetic dipole-
moments. Lahaye [35] studied a Bose-Einstein condensate of 52Cr purely governed
by dipolar interactions. There, the anisotropy leads to a strong dependence of
the stability on the trap-geometry, which results in a collapse of the condensate
followed by a Bose-Nova with d-wave like features in the unstable region. To realise
long-range interactions one can use atoms excited into an high-lying electronic
state, namely a Rydberg-state [36]. The strong van der Waals interaction [37] of
these exited atoms accounts for the famous excitation-blockade [38—42] and opens
the path to explore novel quantum-phases and phase-transitions [43-45].

On the other hand, the concept of dressing ground-state atoms with an excited
state [46] in order to create novel and interesting particle-behavior has been exten-

sively studied in the past in the context of coupling polar molecules with different
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rotational states to suppress inelastic scattering [47]. Pupillo and coworkers [45]
proposed to tune the interaction between ground state atoms via Rydberg-dressing
in the dipole-dipole regime, and studied the emergent quantum phases via Monte-
Carlo simulations. The same idea was used by Henkel et al. [48] to show that the
dressing with Rydberg s-states yields a roton-maxon excitation spectrum and a
transition to a super-solid state in a Bose-Einstein condensate. Both proposals are
based on an off-resonant coupling between ground- and Rydberg state in order to
limit the losses via spontaneous emission from the excited Rydberg-state.

In this Chapter, we show that near-resonant coupling between ground and Rydberg-
state does not necessarily lead to increased losses. Rather, the breakdown of
the Born-approximation associated with the onset of three-body interactions is
preempted by a transition into a collective regime. As a result, the system ex-
hibits a direct crossover from a regime with dominating two-particle interaction
to a collective many-body regime, in which the fraction of Rydberg-excitations
becomes suppressed by their interaction. Since losses mainly depend on the num-
ber of Rydberg-excitations, this mechanism allows for a resonant coupling between
ground and Rydberg-states. We show that in this regime the system can be de-
scribed within the framework of a generalized Gross-Pitaevskii equation, and derive

an effective interaction-potential via a variational/mean-field approach.

2.2 Rydberg-Dressing of a Single Atom

We start with a system of ultra-cold atoms driven into an excited Rydberg-state
via a two-photon process. The relevant internal structure is well described by
a three-level system: for the i-th atom, the ground-state |g) is coupled to the
Rydberg-state |r) via an intermediate p-state |p), see Fig. 2.1. The Rabi-frequency
and detuning for the transition from ground- to p-level is denoted by €, and A,,
and for the transition from p-state to Rydberg-state by 2, and A,. In order
to avoid inhomogeneous light-intensities due to absorption [49], it is necessary to
reduce the population of the intermediate state. Such a suppression can either
be achieved by a far off-resonant coupling to the p-state, or, more elegantly, by
tuning the system to the EIT-condition [50], in which the ground- and Rydberg-
state form a dark state. Then, both schemes allow for an adiabatic elimination of
the intermediate p-state, and reduce the internal structure to an effective two-state

system (see ref. [51]). Henceforth, we concentrate on a simple setting in which the

10
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B, - r
N }T )
r
Q
E,
Ey - — lg)

Figure 2.1: Setup for the ground-state dressing with the Rydberg-state |r) via the
intermediate p-state with the corresponding Rabi-frequencies €2, and
Q, as well as the detunings A, and A,. The decay-rates from the p-
state and the Rydberg-state are denoted by 7, and 7, respectively. (b)
For far off-resonant coupling to the intermediate state, i.e. A, > Q,,
the system reduces to an effective two-state system with two-photon
Rabi-frequency Q = Q.Q,/2|A,| and total detuning A = A, + Ap.

coupling to the intermediate state is off-resonant, and comment on the suppression
via EIT in the appendix 2.A. According to ref. [51], the two-photon Rabi-frequency
takes the approximate form Q = Q,Q,/2|A,|, whereas the total detuning is given
by A = A, + A,. Although we are interested in the quantum-gas regime, where
typical timescales are on the order of ms, the timescale of the internal degrees of
freedom is on the order of us, and gives rise to the notion of the frozen Rydberg-
gas [52]. Accordingly, the microscopic single-atom Hamiltonian for the electronic
degree of freedom in the rotating frame of the driving light-field is equivalent to a

spin 1/2 model,
Huero = Y Hi = —hAY " SL+10)  Si. (2.1)

Spin-down corresponds to the atomic ground state, whereas spin-up corresponds to
the excited Rydberg-state. Therefore, the spin operators in the z and = direction
take the form S. = (|r){r| — |g){g])/2 and S = (|r){g] + |g){r|)/2, respectively.
Diagonalization of the microscopic Hamiltonian then yields the eigenstates of the

11
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non-interacting system, namely

+) =

1 (AHF\/m)’ 22)

Vot (aF var T ) Bl

and correspond to eigenenergies F1 = :I:%h VA2 4 Q2 of the dressed atomic states.

2.3 Weak Dressing Limit and Two-Body Interaction

The van der Waals interaction between Rydberg atoms gives rise to an induced
interaction between the dressed state |—) adiabatically connected to the ground
state |g). The interaction-potential between two dressed states can then be ob-
tained by diagonalizing the two-body Hamiltonian with van der Waals interaction,
that is

2
zP]
Hyp = Z_;H + = Z X (2.3)

Here, P' = |r)(r|; is the projection operator onto the i-th excited Rydberg-state
and Cg is the van der Waals coupling parameter. A plot of the resulting eigen-
energies over the separation x between the atoms is shown in Fig. 2.2. For far
off-resonant coupling between ground and Rydberg-state, A > Q, the energy level
separation is on the order of the total detuning A, and thus allows for an adiabatic
Born-Oppenheimer treatment [48]. More specifically, a fourth order perturbation
in Q/A yields the Born-Oppenheimer surface adiabatically connected to the many-

body ground-state, and yields the interaction-potential

RO 1

Veol@) = =2 E-1+ g G T /)

(2.4)
where & = (Co/4|E-])'/% is the two-body blockade-radius [41] (see appendix
6.A.4). A comparison between the full interaction-potential derived via numerical
diagonalization of the two-body Hamiltonian (2.3) and the Born-Oppenheimer
approximation (2.4) is shown in Fig. 2.2 for a realistic set of parameters.

In the low-energy limit scattering between atoms is well described within the first
Born-approximation and allows us to reduce the interaction-potential to a single

interaction-parameter g.s [4] associated with the s-wave scattering length via the

12
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Figure 2.2: (a) Eigenvalues of the two-body Hamiltonian (2.3) as a function of
the relative distance x between the atoms. We have choosen realistic
parameters for a setup using a 5" Rb |43s) state with Rabi-frequency
Q) = 7.8 kHz, detuning A = 107 kHz and van der Waals interaction
coefficient Cs = 189 Mhzpum®. The lowest energy eigenstate then cor-
responds to the weakly-dressed ground state. Note that the energy-
scale of the induced interaction is not visible in (a). (b) Comparison
between the numerical diagonalization of (2.3) and the Born Oppen-
heimer interaction-potential (2.4).

relation g.x = 4nhi’a,/m. Since low energy corresponds to small momenta g,
the problem of finding g.s is equivalent to finding the Fourier-transform of the
interaction-potential in the limit ¢ — 0. A straightforward calculation then yields
the Fourier-transform of the interaction-potential (2.4),

w2 hQt

Vea(q) = EW&SF(&Q), (2.5)

with the momentum-dependent part

F(z) = # {62/2 — 2cos (\ggz + g)] . (2.6)

In the low-momentum limit ¢ — 0, the function F' — 1, and the effective interac-

tion-potential reduces to

_x [Co ne
12 2 |ATe

Jost (2.7)

Despite naive expectations this interaction parameter cannot be arbitrarily tuned
by simply lowering the detuning A. Indeed, a small detuning will result in an

increase in the Rydberg population and thereby an increase in spontaneous emis-

13



2 Collective Many-Body Interaction in Rydberg-Dressed Atoms

sion, and limits the timescale of any coherent experiment. A discussion of how to
optimize the s-wave scattering in a realistic experimental setup can be found in

appendix 2.C.

In the remaining part of this section, we provide an intuitive picture for the un-
derstanding of the Born-Oppenheimer interaction-potential (2.4). For Q/A <« 1,
we can approximate the low-energy eigenstate |—) adiabatically connected to the

ground-state |g) by a series expansion of eq. (2.2), so that
|-) & (1 - Q%/4A%) |g) + Q/2A[r) + O ((Q/A)%) . (2.8)

Correlations between Rydberg-excitations vanish for large distances x between the
atoms. Accordingly, the dressed atoms experience a van der Waals interaction,
renormalized by the probability for the respective atom to be in the Rydberg-
state. By introducing the notion of the Rydberg-faction, which in the limit of weak
k

dressing reduces to f = |(—|r)|> = Q?/4A?, the effective interaction-potential can

be cast in the compact form

2 C(6

26’

Vit = (~|Hao|=) = 21E_| + | (2.9)

and corresponds to a leading order expansion in 1/z of eq. (2.4). On the other hand,
the blockade-mechanism prevents both atoms to be in the Rydberg-state if their
respective distance is small. This explains both the saturation of the interaction-
potential on a length-scale given by the two-body blockade radius & as well as its
independence of the Rydberg interaction parameter, namely Cs. The finite energy
shift for close distances is then due to the fact that the blockaded system acquires
a collective ac-Stark shift driven by the collective Rabi-frequency Qn = VN Q,
whereas the spatially separated atoms both feel an individual ac-Stark shift. The

difference between those two can then be put in the form

1 it
Var = (~| Hrs|—) = —5 (|A| + /ATy 292) ~ B+ (210)

again in agreement with eq. (2.4). However, the dependence on the collective
Rabi-frequency rises the question of what the small parameter in our perturbation
actually is. Indeed, perturbation fails if the ratio of collective Rabi-frequency and
detuning v NQ/A is too large. Since the number of atoms N inside the blockaded

region can be expressed in terms of the atomic density n we find the dimensionless
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2.3 Weak Dressing Limit and Two-Body Interaction

Figure 2.3: Crossover from two-body interaction to the regime with collective
many-body interaction. The cross-over line scales like A ~ —Q/0
(dashed line) and preempts the onset of three-body interactions that
scales like Q ~ |A| (dotted line).

parameter nf&5. In turn, perturbation holds provided that

nfés < 1. (2.11)

In order to get a more intuitive interpretation of this condition, consider the defin-
ing length-scales of the system: As long as nfés < 1 the two-body blockade radius
£o is much smaller than the distance (nf)~/® between Rydberg-excitations and, in
turn, perturbation theory holds. Conversely, for nf&3 > 1, the blockaded regions
overlap, and the atoms interact in a collective fashion. If we now compare this tran-
sition with the onset of three-body interactions we find that those are suppressed
by a factor of Q/|A|, which yields the scaling law |A| ~ Q. On the other hand,
by using the approximate expressions for the Rydberg fraction provided earlier we

obtain the expression

1
Cen® \ ° 4/5
|A[ ~ <2h > Qv (2.12)

for the transition into the collective regime. The fact of the matter is that the latter
transition occurs before three-body interactions play any significant role. Hence
the systems translates directly from a regime dominated by two-body interactions
into the collective regime.
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2 Collective Many-Body Interaction in Rydberg-Dressed Atoms

2.4 Mean-Field/Variational Approach

In the following, we derive an effective model for the collective interaction between
Rydberg-dressed atoms. The general idea goes as follows: We assume the external
potentials to vary only on length-scales much larger than the two-body blockade-
radius &o, and allows for a coarse grained particle distribution in terms of a local
density n. The system can hence be described within a generalized Gross-Pitaevskii

equation
ihOub(t, %) = | Ho + gon(t, x) + O Exo [n(t, x)] ] b(t, x), (2.13)

where (¢, x) is the macroscopic condensate wave-function with n(t,x) = |y (¢, x)|?
and g, describes the background contact-interaction between the atoms. Further,
Hy = fh2V2/2m + Vixe — p is the non-interacting Hamiltonian for the external
degrees of freedom, V... the external trapping potential, m the particle mass,
and p the chemical potential. Last, the internal energy Erp[n] accounts for the
interaction induced via Rydberg-dressing and is governed by the eigenvalues of the
microscopic Hamiltonian (2.1). Here it is convenient to use a dimensionless form

of the microscopic Hamiltonian, namely

ZP]
H=2|E_| Zs sin g + . COS¢+5OZ|X 7| (2.14)
with the angular parameter ¢ defined via
A= —-2|E_|cos¢, Q=2|E_|sing. (2.15)

Since the internal energy-functional is highly nontrivial, we approximate Erp[n]
via an effective interaction-energy-functional E.g[n] ~ Erp[n] determined within
a variational mean-field approach, and thereby obtain an effective model for the
collective interaction due to Rydberg-dressing. The details of this particular ap-

proximation procedure are described in the next subsection.

2.4.1 Variational Ansatz

In contrast to the mean-field approach used to describe phase transitions [53], the

blockade-mechanism requires a more general treatment due to strong correlations

16
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in between excitations. A variational wave-function that allows us to include strong

correlations can be written in the general form

\Var>:% ST o i = x) | fs1 - s, (2.16)

S1yeeey sN Li#j

Here, the s; € {g,r} describe the state of the i-th atom, while the C; ,+ account
for short-range correlations between the atoms. Note that this ansatz is in close
analogy to a paramagnetic phase in a spin-model, with all spins aligned along the
(s) direction.

It is instructive to consider the non-interacting case first: In the absence of interac-
tions, the short-range correlations C; s factorize like Cy o = ({57, with (§ = cos 6
and (, = sin @, respectively. In consequence, the spin operator expectation-values
take the form

(5.) = geos20 = —f, (S) = —5sin20 = /71— ), (2.17)

where f = sin”# is the probability for an atom to be in the Rydberg-state. As a
first test for our variational wave-function, we calculate the ground state energy
of a single atom interacting with the driving light-field. Upon minimization with

respect to the Rydberg-fraction f we obtain the variational ground-state energy
(var|Humicro|var) = E_. (2.18)

in agreement with the exact diagonalization of the single-atom Hamiltonian (2.1).
We now turn towards describing the interaction-part of the Hamiltonian (2.14),
which we denote as Hgyq, in terms of a variational problem. To do so, we follow
ref. [43] and introduce the pair correlation-function gz

pip’
gz:< 72 >,

(2.19)

in order to account for correlations between the Rydberg-excitations. For small
inter-atom separation x, the blockade-mechanism prevents the simultaneous exci-
tation of both atoms and yields a vanishing expectation-value (P*P?) ~ 0. Con-
versely, for large inter-atom separation, interactions and hence correlations vanish
and the expectation value of the correlation function factorizes like in the non-
interacting case, (P*P?) ~ (P")(P7) = f?. We therefore expect the correlation-
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2 Collective Many-Body Interaction in Rydberg-Dressed Atoms

function g2 to vanish identically at small distances, whereas it approaches unity
at large ones. As is shown in ref. [54], the transition between the two regimes
is very sharp. We can hence define a characteristic correlation-length £ marking
the transition between those two regimes and use it as a second variational pa-
rameter. Moreover, the variation of £ allows for the use of the variational ansatz
(2.16) without precise knowledge of the short-range correlations C; ;. Next, due
to the large number of atoms inside a blockade-volume &3n >> 1, we can replace

the summation over surrounding particles by an integration, so that

Z - n/d%. (2.20)

It follows that the energy expectation-value of Hgryq expressed in terms of the

correlation-function (2.19) and the local density n takes the form

(var|Hrya|var) =~ 2|E_ |/d3 /d3 ! £ 92(6)
x

A

0
where we have assumed a spherical symmetry of the correlation-function g2. Rescal-
ing of the spatial coordinate x = 2z£ reduces the last integral containing the

correlation-function g2 to a purely numerical constant,
27T/dz 9220) _y, (2.22)
z

A change in local form of g2 yields but a different numerical constant Y, and
ultimately a renormalization of the van der Waals coupling constant Cs. Even so,

precise knowledge about the explicit form of g2 is not important for our approch.

By use of the above results, the mean-field energy expectation-value for the inter-

acting many-body system takes the form

(var|H|var)
n” %€
& ]’

— 2B |/d3 { f—f)cos¢—n F(L— f)sing +2Y (2.23)
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Note that this expression still contains the ac-Stark shift due to the light-field,

namely
E..=nE_, (2.24)

which is present even in the non-interacting regime. Subtracting this energy shift
from the variational energy then yields the effective energy F.z[n] describing the
collective interaction due to the Rydberg-dressing alone in terms of the variational

problem

E.gn] = |: min}(var|H|var>} — E... (2.25)

{lvar)

The minimization with respect to the Rydberg-fraction f then follows the equation
Oy (var|H|var) = 0, (2.26)

and is equivalent to the self-consistency calculation used in ref. [43] to derive critical
exponents at the quantum-critical point A = Q = 0 (see appendix 2.D). On
the other hand, the term accounting for the Rydberg-interaction always yields a
positive contribution to the expectation-value (var|H |var). Since this is the only
part that contains the correlation-length, it is hence minimized by maximizing the

latter. Yet ¢ itself is required to satisfy several constraints: First, for nf&3 < 1

3
n&y

0
0 1/vsf

Figure 2.4: Constraints for the correlation-length & across the critical density. For
nf&d < 1, correlations are bound by the two-particle blockade length
&. In contrast, for nf&3 > 1 the boundary is given by the distance
between Rydberg-excitations (nf )71/ 3. The red line is a sketch for the
expected behavior of the correlation-length.
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2 Collective Many-Body Interaction in Rydberg-Dressed Atoms

with large average distances between Rydberg-excitations, correlations are limited
by the two-body blockade-radius giving rise to the condition ¢ < &;. Second,
for nfé3 < 1 the characteristic distance between Rydberg-excitations provides
a second length-scale that limits correlations. In particular, the normalization
condition [43]

nf/dgx (1-g2(z)) =1 (2.27)

provides the upper bound ¢ < (Uan)*l/S7 where vg = 47rfdz(1 — g2(28)) is
the dimensionless blockade volume factor. Quite unfortunately, it remains a free
parameter in the theory. Combining the above conditions, the upper bounds for
the correlation-length £ take the piecewise form

€3 < €5 min 1 (2.28)

=G0 n fUB 58 ) . .

For the purpose of minimization, we expect the correlation-length £ to take values
close to this upper bound, with a smooth behavior in the transition region. Indeed,

this criterion is consistent with our previous estimate (2.11).

In the low-density limit nf& < 1, the variational energy (2.25) is required to
reproduce the two-body interaction-parameter g.s derived within the adiabatic

Born-Oppenheimer approach (2.4), that is

m hQ4

Note that the assumption Q < Qn < A obscures the fact that the energy scale
of the interaction parameter is proportional to the ac-Stark shift times the square
of the Rydberg fraction, namely g.s = 87%|E_|f?£5/3. On the other hand, the
two-body interaction-parameter predicted by the variational energy E.g is given

by its second-order coefficient of the series-expansion in the atomic density n,

4Y |E_— var
Bualn) = 22 prg = Gn2 (2:30)
&
For these two results to agree, it is thus necessary that
92(62) _ 7°
=[|d = — =~ 3.3. 2.31
[Jas 282 (2.31)
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As noted before, the parameter vg cannot be calculated in the same fashion. Yet,
under the assumption of a sharp transition between the correlated and uncorre-
lated regime used in ref. [43], the blockade-volume coefficient reduces to vg = 47/3,
which is the volume of a unit sphere. Yet, under the same assumption the coef-
ficient Y would have taken the value 47/3 ~ 4.2. Since both results are on the

same order of magnitude, this justifies the use of vy = 47/3.

2.4.2 Rydberg Interaction Energy-Functional

In the deep collective regime with nf£3 — oo, the last term in eq. (2.23) dominates.
A leading-order expansion of the condition (2.26) in 1/f then yields the scaling
behavior of the Rydberg-fraction

Fo ((3/47‘1’)2 Sin¢> ° , (2.32)

w€§n?

and, in consequence, the Rydberg-fraction goes to zero or néd — co. Accordingly,

the effective interaction energy takes the form of a chemical potential, namely
E.a[n] = 2|E..|sin® % = Nflsas- (2.33)

In particular, the variational interaction-potential 9, Feg[n] in the deep collective
regime is independent of the atomic density, and renders the atoms basically free.
This rather counterintuitive behavior is due to the fact that for nfés — oo, the
number of atoms inside a blockade volume diverges like né® ~ 1/f ~ n*% = 0.
As a result, all atoms in the ensemble up to a non-extensive part are within the
blocked region and thereby cannot acquire a Rydberg-dressing, which prevents
them to interact via the van der Waals channel. On the other hand, the energy
difference between the single-atom and the collective ac-Stark shift leads to a shift
in the chemical potential, and explains as to why p..: is independent of the van der
Waals interaction-energy Csn?. Even so, according to eq. (2.32), the total number

5

of Rydberg-excitations nf ~ nl/? still grows with increasing atomic density. The
same is true for the internal energy E.g[n] = psacn, which depends linearly on the
atomic density n.

In order to get some intuition on what to expect from the general minimization, we
make the curdest of estimates imaginable: In the limit nf&3 < 1, the interaction-

energy is due to the two-body processes and gives rise to a linear growth of the
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Figure 2.5: Numerical results for the effective interaction-potential Oy, Eeq[n] for
different parameters ¢. The solid blue line is the minimization-result
in the two-body regime with £ ~ &y, whereas the solid orange line is for
the collective regime with & =~ (nf)fl/S. The dashed and dotted lines
account for the two-body and deep collective limit of the interaction.
Although we used the sharp transition (2.28) for the correlations, the
transition between the two regimes is surprisingly smooth.

variational interaction-potential Oy Eeq[n] = gean. On the other hand, the vari-
ational interaction-potential saturates at OnE.g[n] & pear For nf&y > 1. If we
neglect the intermediate region for the time being, we can estimate the variational

interaction-potential via

O Ev[n] = 2| E—| min {4;’2 (2)4 nd, sin? “;] . (2.34)

The transition between the two-body and the deep collective regime then takes
place at the transition-density n. defined via

isin2¢/2
n? (p/2)"

For a fixed angle ¢, the right hand side of eq. (2.35) is constant, and we are left with

néy = (2.35)
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a scaling n.&5 = \/Cen2/4|E_|. Again, this can be interpreted as a competition
between the van der Waals energy Csn? and the ac-Stark shift £_ and is in rough
agreement with the estimate (2.12). The major difference is that eq. (2.34) predicts
an applicability of two-body scattering even in the critical region A = 0. Yet this
comes to no surprise, since eq. (2.12) marks the breakdown of the two-body regime,
whereas eq. (2.35) yields the point where two-body and collective interaction result
in the same energy.

Unfortunately, there is no general analytic solution for the variational problem
(2.25) in the intermediate regime. Still, simple numerics allow us to derive the
variational interaction-energy FE.g[n| for arbitrary atomic densities n. For the
following calculation, we use a sharp transition between the two-body and collective
regime according to eq. (2.28). In consequence, the energy-functional shows a
discontinuity in the second derivative at nfé3vs = 1. Although eq. (2.28) is
an unphysical approximation, it yields an effective energy-functional E.s that is
surprisingly well-behaved (see Fig. 2.5) and shows a very broad crossover between
the two-body and the collective regime: Deviations occur already at densities as
low as n& ~ 0.05. Conversely, its saturation is very slow, and convergence can
only be seen on a logarithmic scale. This gives rise to a wide collective regime, in

which the interaction-energy depends nontrivially on the local density n.

2.5 Wave-Function in Thomas-Fermi Approximation

In the Tomas-Fermi approximation [4], the kinetic energy of the particles is as-
sumed to be negligible as compared to the interaction-energy, either due to the
external trapping-potential V;,.,, or due to the interaction between atoms. Thereby
the Gross-Pitaevskii differential equation (2.13) reduces to a transcendental equa-

tion
0= [Vext — o+ gsn(t,x) + On Eeg [n(t, x)] } P(t,x), (2.36)

and allows for a simple solution with respect to the local density n(x) = |1(x)|?. In
combination with the knowledge of the internal interaction-energy E.x[n], we are
now able to derive the density-profile for a Bose-Einstein condensate in an external
trapping-potential V... In the two-body regime the internal energy takes the form
Fer = gean®/2 + O(n®) and gives rise to a normalized s-wave scattering parameter.

In turn, the density-profile follows the external potential n = V.../(ges + gs), and
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Figure 2.6: Thomas-Fermi Density profile for a 8’Rb atoms in a harmonic trap with
trap frequency wirap = 20 Hz under Rydberg-dressing and background
scattering-length a, = 5.7 nm. For increasing atom-numbers we find
an accumulation in the center of the harmonic trap.

results in the famous inverted parabola density-profile for a harmonic trapping
potential Vi,ap = mwia,z2/2 [4]. In the deep collective regime, both the internal
interaction-energy and the energy due to the trapping potential increase linearly
with the particle-density. Hence, the energy for adding an additional particle
does no longer depend on the local density, but only on its position due to the
spatial dependence of the trapping potential. For a harmonic trap, this yields an

accumulation of particles in its center. Even so, the remaining interaction between

ground state
3 two-body interaction
n&; v

collective Rydberg

dressed interaction
12sin% ¢
2t Rydberg dressed
/ two-body interaction

x/&

Figure 2.7: Sketch for the different interaction-regimes in the Thomas-Fermi
density-profile. For low densities, two-body interaction between the
Rydberg dressed atoms dominates. Then, for increasing densities,
the system enters the collective regime. Eventually, the interaction-
potential for the Rydberg dressed atoms saturates, and two-body in-
teraction between ground state atoms dominates again.
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Figure 2.8: Density profile for a Bose-Einstein condensate of *Rb atoms in a har-
monic trap with trap frequency wi.., = 40 Hz and background scatter-
ing length a; = 5.7 nm for ¢/7 = 0.1—0.4. For small ¢, the background
scattering dominates, and leads to an inverted-parabola density-profile.
In contrast, for large ¢ ~ 7/2 the density-profile is more Gaussian-like
due the collective Rydberg-interaction.

the ground-state atoms prevents the system from collapsing. Instead of an unstable
region, we again find a parabolic wave-function with its length-scale governed by

the background s-wave scattering length.

2.6 Conclusion

In chapter 2 we have shown that an atomic ensemble dressed with a Rydberg
state exhibits long-range interactions that can be tuned to orders of magnitude
larger than the s-wave scattering length between ground state atoms. For strong
long-range interactions, one usually expects higher orders of the interaction to
contribute significantly to the inter-particle interaction-potential. Yet, we have
found that the onset three-body interactions associated with the breakdown of
the first Born approximation is preempted by a transition into a collective regime,
where all orders of the interaction need to be taken into account. The latter is

governed by the strong van der Waals interaction between Rydberg atoms and
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2 Collective Many-Body Interaction in Rydberg-Dressed Atoms

gives rise to a highly correlated state. However, the excitation blockade due to
this strong interaction prevents simultaneous excitation of spatially close atoms,

and hence reduces the losses such a long-range interaction would suggest.

We showed that such a system can be treated within a variational/mean-field ap-
proach, and explicitly calculated the effective interaction-potential between the
atoms in a generalized Gross-Pitaevskii energy functional. In turn, we derived the
effective interaction energy from the microscopic Hamiltonian describing the en-
semble of coherently driven atoms with interacting excited states. For nf&s < 1,
the resulting effective interaction-potential reproduced the two-body interactions
in agreement with the first Born-Oppenheimer results, whereas it saturated for
large atom densities. This nonlinear behavior is based on the fact that the block-
ade mechanism limits the number of Rydberg-excitations the ensemble is able to
support: Although the number of Rydberg-excitations increases with increasing
atom density, we have found that the ratio between excitations and the number
of atoms goes to zero for nf& > 1 and renders the atoms basically free. Of
course, this leads to severe consequences for the shape of the condensate wave-
function: Rather than the inverted Thomas-Fermi parabola we have found that
the cloud takes a more Gaussian-like form. We have discussed this change for
different parameter sets, and have provided experimental parameters for which we

expect these effects to occur in current experimental setups.

2.A Suppression of the intermediate state via EIT

In this section we comment on the elimination of the intermediate p-state via
electromagnetically induced transparency (EIT). It is instructive to consider a
single atom first, before moving on to the full two-body Hamiltonian. In analogy
to the far off-resonant coupling we consider a system in which the ground state
lg) is coupled to the Rydberg-state |r) via an intermediate state |p). The Rabi
frequencies driving the transition from the ground- to the p-state and the p- to the
Rydberg-state are denoted €2, and €2, respectively. Moreover, the Rydberg state
is in two-photon resonance, A = 0, so that both ground- and Rydberg state have
zero energy in the rotating frame, and the intermediate state is blue-detuned with

a detuning A, > 0. The eigenstates and eigenvalues for a single atom interacting
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Figure 2.9: (a) Eigenvalues of the two-body EIT Hamiltonian as a function of the
relative distance x between the atoms. The plot is for atoms in the
8TRb |43s) state, with a red Rabi-frequency Q, = 0.7 MHz, a blue
Rabi-frequancy 2, = 22 MHz and a blue detuning A, = 22 MHz from
the intermediate state |p). Moreover, the van der Waals interaction co-
efficient is Cs = 189 Mhzum®. Note that the energy scale of the induced
interaction is not visible in (a). (b) Comparison between the numerical
diagonalization and the Born Oppenheimer interaction-potential.

with this particular light-field can be calculated analytically, and take the form

Q. +2F4+ Q
) = —————9) + = P) + —————"),
VOE+ Q2 +4E2 O+ Q2 +4E2 O+ Q2+ 4B
(918 Q,
|d) = lg) — Ir),
\/ Q2 4 QF \/ Q2+ QF

A2+ 02 +QF

The state |d) corresponding to the eigenvalue E4 = 0 is a dark state that no longer

with eigenenergies Fy = % <:tA + and Eq = 0, respectively.
couples to the light field. The important point is that it does not contain any
contribution of the intermediate p-state. Therefore, the decay is solely governed
by the probability of the atom to be in the Rydberg state, i.e.

Q2

f= o (2.37)

To limit this population, we choose a weak red coupling laser 2, < 2, so that
the effective decay rate reduces to
QZ

= _’T,,

- (2.38)
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2 Collective Many-Body Interaction in Rydberg-Dressed Atoms

where we used Q2 + Q2 ~ Q2. In order to find the exact interaction potential
between the dark states, one has to solve the full two-body Hamiltonian. A matrix

representation of this particular Hamiltonian in the basis

{l9,9), 1, 9): 19, ), 7, 9), g, 7). Ip, ©), |7, ), |y )5 |y )

reads
0 Q-/2 Q)2 0 0 0 0 0 0
Q./2 A, 0 Qp/2 0 Q. /2 0 0
Q./2 0 A, 0 /2 Q)2 0 0 0
0 /2 0 0 0 0 Q,./2 0 0
H= 0 0 /2 0 0 0 0 Q. /2 0
0 Q./2 Q./2 0 0 20, /2 /2 0
0 0 0 Q-/2 0 QW/2 A, 0 Qp/2
0 0 0 0 Q-/2 Q)2 0 A, /2
0 0 0 0 0 0 /2 Qp/2 14

Numeric diagonalization of this matrix then yields the energy diagram as is shown
in Fig. 2.9. Fulfilling our expectations, the induced van der Waals interaction be-
tween the Rydberg-dressed atoms saturates at small distances, with the saturation
value given by

Ok
4020,

Viar = (239)
This is exactly the light shift Q2/2A experienced by a single atom, weighted with
the probability f = Q2/QF to be in the Rydberg-state. The length-scale defining

this transition takes the form

1/6

2Cs A

£EIT:( Q62 ) (2.40)
b

which reduces to &err = (2Cs/A,)"° for A, = Q. With the use of realistic
experimental values like in 2.C, that is Cs = 189 Mhzum®, Q, = A, = 22 MHz
and 2, = 0.7 MHz, we can calculate the saturation of the induced energy potential

to be Vi &= 11.6 Hz compared to 0.4 Hz in the far off-resonant case, while the two-

body blockade radius is & =~ 1.61 pum. The resulting s-wave scattering length is
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then as ~ 200 nm, and thus two orders of magnitude larger than in the far off-

resonant case, in which a, ~ 5 nm.

2.B Generalized Gross-Pitaevskii Equation

The Gross-Pitaevskii equation generally used in describing a weakly-interacting
Bose-Einstein condensate can be derived from scratch via the coherent state path

integral formalism. There, the action of a general many-body system is given by

h3

Sle". 4] = / dr lzgf):;m (h0- — ) %(7)+H({¢;<T>},{¢a<r>}>], (2.41)

where we used imaginary time 7 = —it. The coherent state amplitudes are defined

via
aald) = dald). |6) = exp (Z %a;) 0). (2.42)

Here, we have the following system in mind: Every atom features a kinetic energy
Hyin, and individually interacts with an external trapping potential V... In ad-
dition, the atoms interact with each other via an arbitrary interaction-potential
Einc[¢7, ¢], which we explicitly assume to contain arbitrary orders of ¢* and ¢,
respectively. However, since the action has to be of real value, the coherent state
amplitudes only occur in the combination ¢*¢. Neglecting quantum fluctuations,

minimization of the action requires that the variation of the action vanishes,

0= 250059 (2.43)

50~

Under the above assumptions, this reduces to

0= | > 6u(r) (h: = Ho) $a(r) + Vi ({5(T)$a(T)}) | da(r), (2.44)

where Hy = Hyin + Ve — p and Vi, (n) = 0 Eine (n) is the derivative of the

inter-atom interaction-energy with respect to the density.
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2 Collective Many-Body Interaction in Rydberg-Dressed Atoms

2.C Optimization of Experimental Parameters

In this section, we provide a scheme for maximizing the induced s-wave scattering-
length for the Rydberg-dressed interaction. First, the effective decay-rate veq is
governed by the decay-rates from the Rydberg-state v, and the intermediate p-state

Yp, Via

@ o7
T = A2 (W taar ) (2.45)

The ratios (22/A)? and (9,/A,)? are the population of the Rydberg- and the
p-state in the weak-dressing limit. This allows us to express the population of the
p-state Q,/2A, in the expression for the two-photon Rabi-frequency

Qp Q Yerr A2

Q=rie _rg [ TR 2.4
2 18, = 2 2\ A% 0By (2.46)

in terms of the total detuning A and the Rabi-frequency €, driving the transi-
tion |p) — |r) together with the effective decay-rate vox. Then, the two-body
interaction-parameter reduces to

2 V]A|Q242
s Cs | A7y (2.47)

Jet = T3

12\ 2 (A% 4+ Q2y,/4)2

Since the effective decay-rate ~.g is limited by experimental requirements and,
likewise, the Rabi-frequency €2, by the available laser power, the only remaining
parameter left is the total detuning A. Optimization with respect to A yields the
optimal detuning A, = —|Q,| m, and, as a result, gives rise to the optimal

s-wave scattering-length

/4
m m 4972 [Cev? [ Q. !

eff — eff Ao = Iy . . 248
G = gradenldel = 2o 5\ 3 02 | 38, (248)

More specifically, in a setup of Rubidium atoms weakly-dressed with a Rydberg-
state |r) = |35s), Rabi-frequencies of €, = 22 MHz have been reached. Fur-
ther, an effective decay-rate v.s = 6 Hz is sufficient for a fast experiment. To-
gether with the decay-rates 7. = 4 kHz and ~, = 6 MHz and the van der Waals
interaction-parameter Cs = 189 Mhzum®, the s-wave scattering-length reduces to

err = 49.5 nm. Note that this is an order of magnitude larger than the s-wave
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2] 19/ Ap| = vV /2 Q2 Q/A: = vV Y/ 2r

107 kHz 7.81074 7.8 kHz 0.072

Table 2.1: Optimal parameters for s-wave scattering.

scattering-length of an undressed Rubidium atom, namely as = 5.7 nm. In addi-

tion, other system parameters are given in Table 2.1.

2.D Connection to Universal Scaling Results

At the quantum critical point A = Q = 0 the Rydberg-fraction f follows an
algebraic scaling-law that can be derived in a mean-field approach [43]. Here we
show that our eq. (2.28) which determines the Rydberg-fraction in the variational
ansatz yields the same critical exponents. To that means we consider the deep
collective regime in which the correlation-function takes the form £* = 1/vgnf.
Hence, eq. (2.28) takes the form

Or (var|H|var) = 2|E,.| |cos ¢ — Eif) sing 4+ 4vpYEGR2 f2| = 0.  (2.49)
Here it is important to note that we have to evaluate the derivative with respect to
f first, and then insert the specific expression for the correlation-function, which
thus acts as a Lagrange parameter. In analogy to ref. [43], we now consider the
scaling of the Rydberg-fraction in the classical regime in which 2 = 0 as well as

in the quantum regime with A = 0. First, for Q = 0 the second term of eq. (2.49)

vanishes, and we are thus left with

fr= %ﬁﬁ%g' (2.50)
Since the first term in eq. (2.50) is always positive, this equation can only be
solved for positive detuning A. Conversely, for negative detuning, the energy
expectation-value (2.23) minimizes for vanishing Rydberg-fraction f = 0. To put
it another way, the Rydberg-fraction in the classical model is zero for negative
detunings A, and takes a finite value as soon as the detuning turns positive. Di-

rectly at the quantum critical point A = = 0, the Rydberg-fraction scales as
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2 Collective Many-Body Interaction in Rydberg-Dressed Atoms

[~ (2|E_|/Csn?)*/?, which gives rise to the critical exponent v = 1/2, predicted
in ref. [43]. Second, in the quantum regime A = 0, the first term in eq. (2.49)

vanishes. The resulting minimization condition then takes the form

1

2 f . 6 2,2
——=——gin 4ougY =0. 2.51
g+ oY €' (251)

Although a solution always exists due to the negativity of the first term eq. (2.51),
the solution cannot be cast in a closed-form expression. Still a leading-order series

expansion in 1/f yields

5 \1/7 sin¢ 4+ dvpYESR? f2 = 0, (2.52)

and gives rise to the scaling law f ~ (2|E_|/Csn?)%/°.

Explicitly, the critical

exponent turns out to be p = 2/5 in agreement with ref. [43].
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CHAPTER 3
Deterministic Single-Photon
Subtraction from Arbitrary Light
Fields

3.1 Motivation

Photons are a prime candidate for carrying quantum-information due to their weak
interaction with atomic systems. Yet, these weak interactions render them difficult
to control on a quantum level and require for novel schemes to efficiently couple
light and matter. On the other hand, since artificial atoms often show strong
optical non-linearities even for weak light-fields, as well as an enhanced photon-
coupling [55-57], they offer new possibilities to implement quantum-networks me-
diated by photons.

The main building blocks for this type of quantum information processing are
photon-sources, conditional quantum-gates, and photon-detectors. In a seminal
work, Saffmann and Walker [58] proposed to exploit the blockade-mechanism in
order for the deterministic generation of single photons. Their design is based on
the fact that an ensemble of atoms excited to the Rydberg-state can carry but
a single excitation. Implementing such a collective excitation into a four-wave
mixing scheme allows for the creation of a super-radiant Dicke-state [59]. In turn,
the phase imprinted via four-wave mixing gives rise to a highly directional emission,
which is paramount for photonic communication.

The second building block, that is an efficient photonic phase-gate, was demon-
strated by Gorshkov et al. [60] in 2011. There, a photon in an optically thick
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3 Deterministic Single-Photon Subtraction from Arbitrary Light Fields

atomic ensemble is converted into a dark-state polariton carrying a single Ryd-
berg excitation. Due to the dipole-dipole interaction between Rydberg atoms a
second photon in the atomic ensemble cannot form a polariton state, and, as a
result, travels at the speed of light through the blockade-region. The difference in
the propagation-velocity between the polariton and the bare photon then yields a
phase shift in the two-photon wave-function that can be used to implement a con-
ditional phase-gate. This concept was later generalized by Shahmoon et al. [61]
to photons coupled to different Rydberg-states, where an external field induces
resonant dipole-dipole interactions.

In this chapter, we present a design for a high-fidelity measurement of individual
photons, and represents the last element for efficient quantum-information. The
absorption-probability of a single two-state system is quite low and can only be
enhanced by precise control over the photon to be absorbed: A m-pulse and its
analogue on the single photon level [62] can coherently excite a single atom. Like-
wise, a stimulated Raman adiabatic passage (STIRAP) as used in ref. [63] allows
for a coherent population transfer into an excited state, but needs control over the
arrival-time of the probe-field.

Here, we show that a controlled dephasing of individual excited states in an atomic
ensemble in combination with excitation-blockade provided by strong interactions
yields an enhanced absorption probability that reaches unity in the limit of an
infinite number of atoms. Henceforth, we concentrate on the realization based on
Rydberg-blockade extensively studied in the past [38-41,64,65]. Yet, an analogous
blockade phenomenon occurs for strongly confined quantum-dots, where the inter-
action between excitons blocks a subsequent excitation [66], and might be used to
realise our design within a solid-state system. In addition, we show applications
of this setup for a single-photon transistor, a high fidelity n-photon detector, and
a scheme for the deterministic creation of non-classical states of light via photon-

subtraction.

3.2 Model for a Deterministic Single-Photon Absorber

In order to absorb a single photon, we need a system that can carry exactly one
excitation. Here, we consider an ensemble of atoms, in which each atom can be ex-
cited into a Rydberg-state via a two-photon process (see Fig. 3.2): a strong control

laser with Rabi-frequency 2. and detuning A. > €. couples the Rydberg-state
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Figure 3.1: Sketch of the single-photon absorber setup: The red beam with Rabi-
frequency €, is the weak probe field pulse, whereas the blue control
beam with Rabi-frequency €2 accounts for both driving of the system as
well as the controlled dephasing. The transverse mode volume A of the
probe beam is set to be smaller than the extent of atomic ensemble, the
latter indicated by the black dots. Moreover, we consider an ensemble
that is smaller than a single blockade-radius &y in order to ensure that
the system can support but a single excitation.

|r) to an intermediate state |p), while the transition from ground-state |g) to the
p-state is driven by a weak probe-field with Rabi-frequency 2,,. The detuning of the
control and probe-laser is chosen such that the transition from ground- to Rydberg-
state is on two-photon resonance, that is A, ~ —A.. For large detuning from the
intermediate p-state, such a three-state system can be reduced to an effective two-
state system, giving rise to the two-photon Rabi-frequency Q = Q.Q,/4A. [51]
(see Fig. 3.2). It is important to keep in mind that, despite the description via the
single Rabi-frequency 2, this is actually a two-photon process, as it is a photon
from the probe-field we intent to absorb. Therefore, we additionally require the
probe beam to be strongly focussed with a transverse mode area A smaller than
the size of the transverse trapping of the atomic ensemble (see Fig. 3.1). In the
frozen Rydberg-gas approximation [52], the dynamics of an ensemble of strongly
interacting Rydberg atoms reduces to the coherent dynamic of a single super-atom
consisting of a collective ground-state |G) and a collective excited state W), driven
by the collective Rabi-frequency Qn = v NQ (see appendix 6.A.4). Accordingly,
the Hamiltonian for the atomic ensemble takes the form of an effective two-state

system,

Hepy = hQTN [IW)(G| n |G>(W|], (3.1)
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Figure 3.2: Laser configuration for the individual atoms: The ground-state is res-
onantly coupled to the Rydberg-state via a two-photon process. This
is achieved by a weak probe beam with Rabi-frequency €2, coupling
the ground-state |g) to the intermediate state |p), and a second strong
control beam with Rabi-frequency (). coupling the intermediate state
to the Rydberg-state |r). In turn, the intermediate state is far detuned,
i.e. As > Q., and allows the reduction to an effective two-state system
with two-photon Rabi-frequency 2 = Q.9Q,/4A..

with collective ground and excited state
1 .
G =@ilg), W) = — Z l3), (3.2)

where [i) = |e;) ®;zi |g;) describes a state with an excitation in the i-th atom.

3.2.1 Breaking an Artificial Atom via Noise

The basis of our scheme is the following: The dynamics of a general ensemble
of N two-state atoms is described within a 2V-dimensional Hilbert-space. Even
so, the blockade-mechanism only allows for a single excitation in the ensemble,
and hence reduces the Hilbert-space dimension to N + 1. On the other hand, the
light-field drives a transition from the collective ground-state |G) to the coherent
superposition of excited states |WW). This induces a natural decomposition of the
Hilbert-space into a bright and dark subspace 3 and D, respectively, where only the
two-dimensional bright subspace B couples to the driving light-field. In contrast to
the first reduction of the Hilbert-space dimensionality, which is based on an energy

argument, the second one is but due to the nature of the light-field coupling, and
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Figure 3.3: Coupling to the dark states via controlled dephasing: The system
gives rise to a super-atom state |W) with a single Rydberg-excitation
shared among the atoms and coupled with collective Rabi-frequency
QOn = VNQ. In addition, the system exhibits N —1 dark states |D;),
which are coupled to the super-atom state via controlled inhomoge-
neous dephasing with a characteristic rate I".

thus can easily be broken by a secondary coupling between the bright and dark

subspace.

3.2.2 Decoherence and Master-Equation

The natural choice for such a coupling is to introduce an appropriate noise term.
Henceforth, we assume uncorrelated noise, defined via the relation (A;(¢)A;(¢")) =
['6(t — t'). This allows for a convenient description in terms of a quantum-optical
master-equation, as is for instance described in ref. [67]. There are several ways
available to design noise that couples the bright and dark subspace. Here we
concentrate on fluctuations of the detuning A(¢), giving rise to a dephasing of the
W-state according to U|W) = Y. e **"|i); Then the Hamiltonian coupling the

system to the bath reduces to
Hcoupling = Z |Z> <Z‘Az (t) (3.3)

For a composite system like an artificial atom, we further need to distinguish be-
tween homogeneous and inhomogeneous dephasing: For homogeneous dephasing,
every constituent of the system experiences the same fluctuation at any given time
t, so that A;(t) = A(t). It follows that there is no particle-dependence in the

Hamiltonian coupling the system to the bath, which in turn becomes proportional
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to the projector onto the W-state,
Hiyom = At)[W)(W]. (3.4)

Consequently, the bright and dark subspaces stay invariant due to the vanishing
commutator between the coherent Hamiltonian and the bath-coupling. This may
also be seen in the resulting master-equation

T 1 1
Henspl + 5 (ewpely = selyewp = gpclen ), (35)

)
8tp: —_ 2

5l
where the jump-operator takes the form cw = |W)(W| and projects onto the W-
state. In contrast, inhomogeneous dephasing yields an individual energy shift A;(¢)
for every atom in the ensemble. More specifically, the jump-operator ¢; = |)(i]
yields the relation ¢;|W) ¢ B, and induces transitions between the bright and
dark subspace. A straightforward calculation then yields the master-equation for

inhomogeneous dephasing,
Orp = — [Heon, ] + gz (cirel - Scleip - %pcici) : (3.6)

which no longer allows for a description in the bright subspace alone.

3.2.3 Symmetries of the Master-Equation

The above master-equation (3.6) for an N-atom ensemble consists of (N+41)? first-
order differential equations describing the time-evolution of the individual density-
matrix components. Despite breaking the bright subspace invariance, those equa-
tions are still highly symmetrical due to the statistical nature of the fluctuations
A;(t). Indeed, the equations for two different atoms ¢ and j are still interchange-
able from a mathematical point of view. This allows for a reduction of the (N+1)?
differential equations to merely two, and is most conveniently done by projecting
eq. (3.6) onto the ground and W-state,

(GIPIG) = —in (W]p|G) — (GlpIW)) 3.7)

(WplG) = =iQn (Gp|G) = (Wp|W)) —

ro|

WlplG), (3-8)

(WIsIW) = ~i0x (GlolW) — (WIplG)) T (<W|pW> ¥ <G’"f\’;>‘1) - (39)
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Eq. (3.9) and the time derivative of eq. (3.7) may be expressed in terms of the
expectation values G = (G|p|G) and W = (W|p|W) alone, and lead us to the

reduced set of equations

r
2

W+G=-T (W+%). (3.10)

G = —20%G + 204 W — =G,

The transition from first- to second-order differential equation requires an addi-
tional initial condition for the time derivative of the ground-state probability G.
Although this seems to defy the deterministic time-evolution of the density-matrix,
the initial condition is already covered by eq. (3.8), and reduces to G(t = 0) = 0
in the case of an uncorrelated artificial atom in the ground-state. The probability
to absorb a photon is then proportional to the probability £ = 1 — G to find an
excitation in the system. Expressed in terms of E the reduced master-equation
(3.10) takes its final form

B = —20%(E — 1) — 203, W — gE
. i B
—FE=-T - — . 11
vimor o) o

Before we continue with the numerical solution of the above equation, it is instruc-
tive to consider some analytic limits. First, for a single atom the master-equation
(3.11) reduces to

E=—20°(E —1) - 20°W — gE

W—-FE=-T(W-E). (3.12)

Since W = FE for N = 1, the second equation is trivially fulfilled, and the system

dynamics is governed by the first equation,

B = —40°E +20° — gE (3.13)

which is formally equivalent to a damped harmonic oscillator under the constant
force 2Q2. The excitation probability corresponds to a displacement of the oscilla-
tor, whereas the Rabi-frequency is the spring constant. As one might expect from

this analogy, the equilibrium solution indeed is F = G = 1/2.
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In the steady-state with vanishing time-derivatives, the master-equation (3.11)

takes the form of an algebraic equation,

0=—20%(FE —1) — 203 W,

0=_T (W - %) . (3.14)

Via a straightforward calculation we find the steady-state solutions £ = NW =
N/(N+1). The probability E for the system to carry an excitation approaches
unity in the limit of a large number of atoms N > 1 inside the blockade-volume,
and, in that sense, beats the rule that population inversion cannot be achieved in
a two-state system. Since this is equivalent to the probability to absorb a photon,
such a system behaves like a perfect absorber. Yet, the exact number of atoms
N > 1 is not important, and only renormalizes the absorption timescale via the
collective Rabi-frequency Qn = v/ NQ.

An intuitive picture of the population inversion can be drawn via Fermi’s golden
rule: First, we assume that the transition from ground-state to collective W-state
occurs at a rate kg—w, which is equal to the reverse process kc—w = kwoa.
Likewise, the dephasing I' induces transition-rates between kw _, p, and k:Djﬁ D;
all the excited states, that is the W-state and all the dark states. The actual
population-transfer per time-step is given by the rate times population in the
respective state. In equilibrium, all rates cancel each other, and we find an equal
population G = W = E/N = 1/(N+1) in all states.

3.2.4 Numerical Solution of the Master-Equation

The full egs. (3.11) can be solved numerically within a Runge-Kutta routine, with
results shown in Fig. 3.4. As one might expect from the dynamics of a super-atom
without dephasing (see appendix 6.A.4), the characteristic timescale of the oscil-
lations is governed by the collective Rabi-frequency Qx. On the other hand, the
probability E for the system to be in the excited state grows with a characteristic
rate ['og. For small dephasing-rates I' < Qn, F exhibits damped oscillations. Con-
versely, in the limit of large dephasing I" > Q, the system enters an over-damped
regime and is in close analogy to the behavior of a damped harmonic oscillator.
Although the dephasing-rate I" governs the timescale on which the system enters
its steady-state, the collective Rabi-frequency sets a lower boundary for this to

happen: Since the dephasing only accounts for a transfer of population from the
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Figure 3.4: Numerical time-evolution of the master-equation (3.11) for the experi-
mental relevant case of E(0) = F(0) = W(0) = 0. (a) The probability
FE for the atomic system to be in the excited state saturates exponen-
tially up to the final value E(t — oco) = N/(N+1) with a characteristic
rate I'e. The plot shows the numerical integration for N = 9 atoms
in the overdamped regime for I' = 7Qx (red line), as well as in the
underdamped regime with I' = Qxn (green line), and in the crossover
regime Qn = 3I' (blue line). (b) In comparison, the bright W-state
shows the same initial time-evolution. Yet, the dephasing I accounts
for a probability transfer to the dark states, and leads to a damping of
W to the steady-state value E(t — oo) = 1/(N+1). The color-code
matches the one in (a).
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W-state into the dark subspace, the ground-state is unaffected. Yet, population
transfer from ground to W-state is governed by the collective Rabi-frequency, which
thus acts as a bottleneck for the system dynamics. A more in-depth discussion of

the effective saturation-rate will follow in the next subsection.

In the scaling-limit Q2 — oo, the probability to be in the excited state E saturates
at N/(N+1), independently of both the dephasing-rate and the collective Rabi-

frequency. Again, this is in perfect agreement with the previous analytic results.

3.2.5 Approximate Analytical Solution of the Master-Equation

A major drawback of the equations (3.11) is that they do not allow for a closed-

form analytic solution. However, we can make an intuitive approximation by
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Figure 3.5: Comparison between the numerical solution of the exact equations for
the probability £ (3.11) (solid red lines) and the analytical solution of
the approximate equations (3.15) (solid blue lines) and their respec-
tive difference (black dashed lines) for different system sizes N and
dephasing-rates I'.
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Figure 3.6: Comparison between the numerical solution of the exact equations for
the probability W (3.11) (solid red lines) and the analytical solution
of the approximate equations (3.15) (solid blue lines) and their respec-
tive difference (black dashed lines) for different system sizes N and
dephasing-rates I'.

neglecting the factor E/N < 1/N in the large-N limit, which simplifies the master-
equation (3.11) to
. 9 9 r.
W—E=-TW. (3.15)
These equations can then be solved by an exponential ansatz. For the experimental

relevant initial conditions E(0) = E(0) = W(0) = 0 describing an uncorrelated

gas in the electronic ground-state the solution to the approximate equations read

2
_r r
Et)=1-e 5t cosh~t + Esinh’yt ,
QZ
W(t) = ’Y—ge*gt sinh? yt, (3.16)
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with v = /(I'/4)® — Q% € C. A comparison between the analytic solution of
the approximate equations and numerical solution of the exact equations is shown
in Fig. 3.2.5 and 3.2.5 for £ and W, respectively. As one might expect from
the approximation scheme we find deviations to be on the order of 1/N. With
the number of atoms inside a blockade-radius easily exceeding 10? even in a hot
gas Rydberg experiment [68], such an approximation is well justified. We can

therefore use the solution (3.16) in order to derive the effective saturation-rate Iog

via a leading order expansion of the exponent, namely 2 cosht ~ —2sinht ~ e %t
The resulting saturation-rate takes the form
Lz =T/2 — 2R. (3.17)

For small dephasing-rates I' < Qn the square root is purely imaginary, and the
effective saturation-rate is given by [eq = I'/2. Increasing the dephasing-rate T,
the aforementioned formula predicts a transition to the over-damped regime at a
critical dephasing-rate 1:‘C = 4Qn. However, this naive derivation does not yield the
correct effective saturation-rate in the transition region: According to eq. (3.17),
the system exhibits an effective saturation-rate feg > Qn. As mentioned before,
the characteristic timescale of the system excitation is governed by the collective
Rabi-frequency Qn, not the dephasing-rate I'. Therefore, an effective saturation
rate larger than the collective Rabi-frequency is just not possible. This intuitive

behavior is also confirmed by a numeric evaluation of the system dynamics via
1/Tee = G (1/e), (3.18)

and shows a transition into the over-damped regime already at I'c &~ 2Qn (see
Fig. 3.7). The disparity between the naive analytic calculation and the numeric
evaluation is due to the neglected interference effects between the cosh- and sinh-
terms in eq. (3.16). These lead to a slower saturation, with an effective saturation-
rate that is always smaller than the collective Rabi-frequency. On the other hand,
we find that the saturation-rate follows Tes &~ 4Q3% /T for strong damping T' > Q,
predicted by both eq. (3.17) and (3.18), although from opposing limits. Note
that this slow-down of the system dynamics is in analogy to the quantum Zeno

effect [69], where a constant measurement effectively freezes the system.
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Figure 3.7: (a) Numerical time-evolution of the approximate master-equation
(3.15) for different dephasing-rates I" in the cross-over regime I' &~ Qn
(solid blue lines). The system shows a faster transition into the over-
damped regime as compared to the naive saturation-rate f‘cg defined
in eq. (3.17) (dashed brown line). The dashed blue line is a guide to
the eye and indicates 1 — 1/e. (b) Plot of the effective saturation rate
eq. (3.17) (solid yellow line) and the 1/E definition from eq. (3.18)
(solid green line). The plot clearly shows that eq. (3.17) overestimates
the saturation-rate, and suggests dynamics faster than the collective
Rabi-frequency Q. The dashed and dash-dotted black lines are the
scaling-limits for I' < Qn and I' > Qn, respectively, and agree well
with the numerical results.
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3.3 Absorption Properties of the Artificial Atom

3.3.1 Optical Density

For the setup to work, we need to ensure that the time it takes a photon to pass
through the system is large as compared to the time it takes to absorb it. The first
timescale may be captured by the coherence-time of a photon 7, while the second
one is given by the effective saturation-rate 1/Tex. In turn, the above condition
reduces to I'eg7 > 1. The coherence-time 7 of a single photon with frequency w,
and transverse model volume A can be expressed in terms of the single-photon

Rabi-frequency [62]

2nw,d2

Q, = (3.19)

eocTA’
where d, is the dipole matrix-element for the transition |g) — |p), €0 the vac-
uum permeattivity and ¢ the speed of light. By use of the two-photon Rabi-
frequency Q = Q,Q./4A. and the effective saturation-rate in the over-damped
regime [og = 4Q?V/F, we find

& w, 92 _ Q2

wp e Qe 2
heocA 2T 4A2 ~ 8AZ T '™V (3.20)

g =k =27N

where x is the total optical density and x, = 6TAZN /A is the resonant optical
thickness for the transition |g) — |p). Here it is important to note that for the
setup to work, the spontaneous emission Q27,/8A2 from the intermediate p-state
needs to be smaller than the dephasing I" of the W-state, which results in the
condition Q27,/8A?I' « 1. Hence, the full absorption has to take place on a

timescale shorter than the spontaneous emission from the Rydberg-state.

The above conditions can easily be satisfied within a cold Rydberg setup: A 8" Rb
Bose-Einstein condensate with N = 10® atoms in a small trap with trapping-
frequency 1 kHz has a Thomas-Fermi radius of rrr &~ 1 um. The resonant optical
thickness thus reduces to x, ~ 350. In consequence, this provides a wide range to
adjust the spontaneous emission from the p-state via the detuning A, and control
Rabi-frequency Q.. Indeed, assuming Q2+, /8AZT" = 0.1 yields an optical thickness

x = 10.
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3.3.2 Dynamics of a Saturating Absorber

Under the assumption that the saturation-rate I'.g is the dominating energy-scale
of the system we can neglect any photon re-emission and coherent dynamics, and

are left with the effective master-equation
1
Oip = Tegr [cch ~3 (cTcp + chc)} , (3.21)

describing the time-evolution of a composite system of absorber and light-field with
density-matrix p. Here, the jump-operator ¢ = a|E)(G| accounts for the transition
from an excitation in the light-field to one in the two-state system, with a the
photon annihilation-operator defined via aln) = /n|n — 1).

There are two important points to make about eq. (3.21): First, the jump-operator
satisfies ¢*> = 0 due to the factor |E){G| and accounts for the fact that a single
photon saturates the absorber. Without this condition eq. (3.21) would lead to
an exponential decay of the light-field intensity as, for instance, is observed in
glass. Second, the description within this master-equation differs from a simple
application of the photon annihilation-operator onto a state of light: The latter
describes an instantaneous process like the reflection of a photon on a beamsplitter
[70], whereas the former describes absorption over a time large compared to the
coherence-time of a single photon [71].

Here we concentrate on the experimental relevant case in which the absorber is in
the ground-state |G). Thus the initial density-matrix reduces to po = |G){(G| ® ¥,
where x describes an arbitrary light-field. It turns out that the time-evolution
super-operator U(t) for the density-matrix p of the composite system can be cal-
culated analytically (see appendix 3.B) and the application of U(¢) onto the initial

density-matrix yields

2vnn/ _Temt 40
U(t)IG><G|®x=|E><E|®an,n/m(1—e 7t >) In —1)(n' —1|

n,n’

_ Legt n+n’
HIGHGI @ xnmre” 2 T ) (. (3.22)
The first term is proportional to the excited state |E)(E|, and grows exponentially
on a timescale given by the effective saturation—rate times the number of photons
in the respective light-state. The difference to the simple application of a photon

annihilation-operator is the factor of 1/(n+n’). Even so, in the short time limit
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Dogrt ,
with e~ —2- (1) ~ 1 — %(n + n/) we recover the same expression a simple
application of a would yield. On the other hand, the second term proportional to
the ground-state |G) (G| shows an exponential decay on a corresponding timescale.
In the scaling-limit I'.gt > 1, the resulting state takes the form
2vnn' ,
U(t = 00)|G)(G| © X = |[ENE|@ Y Xnw v ln = 10 1

n,n’

+ [G)(G] © x0,0[0)(0], (3.23)

where the probability for the two-state system to be in the excited state is thus
given by 1 — xo0,0. Note that this is the fundamental quantum limit for any photon

absorption: Without any photon present, none may be absorbed.

3.4 Experimental Implementation of Noise

There are several microscopic mechanisms that can lead to decoherence and de-
phasing in a super-atom. While fluctuations in phase and intensity of the driving
lasers are definitely one of the major sources of decoherence, those are generally
on a length-scale much larger than the inter-atom separation. Yet, for our pur-
pose it is paramount that spatial correlations are on the order of the inter particle

distance, so every atom experiences its individual noise.

3.4.1 Speckle Pattern of Light

To create such a strong and controlled inhomogeneous decoherence, the method
of choice would be to induce an ac-Stark shift on the Rydberg-state. This may
be achieved by a speckle-pattern of light, in close analogy to experiments done
in the context of Anderson-localization [22]. In contrast to the aforementioned
experiment, where a random but static potential was created, we envisage the use
of white light to remove temporal correlations. The combination of strong-field
white light pulses and a diffusive plate that accounts for the speckle-pattern via
diffraction creates the required decoherence. Then, the detuning for each atom
fulfills (A;(¢)A;)(#")) = T6;;6(t — t'), and allows for the derivation of the master-
equation (3.6) by standard methods [67].
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Figure 3.8: A white light pulse shines on a diffusive plate, which induces a spatially
random phase shift. As a result, interference between the light creates
a random potential landscape on the focal plane.

3.4.2 Pulsed Dephasing

Another way to create dephasing of the W-state is to employ a random but static
detuning A; for each of the excited states |¢). The time-evolution for the i-th
excited state takes the form Ua(t)|i) = e "?i'|i), leading to a decrease of the
overlap between the initial W-state and its time-evolved counterpart Ua (¢)|W),
like

(WU =~ + 5 3@, (3.24)

N = N2 L
i#j

In consequence, such a time-evolution coherently drives the system into the sub-
space of the dark states. In the limit of a large number of atoms [N we can replace
the summation over random detunings by an integral over their probability dis-
tribution. It follows that the dephasing-rate is determined by the characteristic
properties of the probability-distribution. For instance, a gaussian distribution of
width A yields a decay of the W-state like |(W|U(t)|W)]* = |€7At|2, and con-
sequently £ = 1 — |e‘At\2. However, this scheme will not work for a coherent
coupling of the W-state to the collective ground-state |G): If the Rabi-frequency
is large compared to the characteristic detuning, the coherent time-evolution will
de-excite the system before any relevant dephasing can occur. Conversely, if the
characteristic detuning is large compared to the Rabi-frequency, the coupling to
some of the excited states |i) is far off-resonant, and strongly suppresses their pop-

ulation. A way out is to use a pulsed Rabi-frequency to effectively decouple the
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timescales of dephasing l/A and coherent pumping 1/Q. A detailed analysis of
this scheme is described in the appendix 3.C.

3.5 Applications

3.5.1 Photon Counter

The combination of several absorbers into a chain of individually addressable cells
opens the way for high fidelity n-photon detection. With every cell absorbing only
a single photon, a n-photon light state passes through the chain up to the n-th
cell where the last photon is absorbed. Probing for a Rydberg-excitation in each
cell then provides a deterministic photon-number detection of the absorbed state.
By use of a robust detection-scheme for the Rydberg-excitation, the setup allows
for single-photon detection with near unit fidelity. In analogy to the many-body
Rydberg-gate [72,73], we can use electromagnetic induced transparency (EIT) [50]
in order to detect a Rydberg-excitation: With no Rydberg-excitation present, a de-
tection beam just passes through the system. Conversely, as soon as an atom is ex-
cited into the Rydberg-state, the EIT condition is violated and the detection beam
acquires a phase-shift ¢ = Q2/4A. due to the real part in the dielectric response
function [50]. This phase shift can then be detected by a subsequent homodyne
measurement, thus creating a near perfect single-photon detector. In addition, this

setup also allows for the realization of a classical single photon transistor: A single

Fock-state -

Figure 3.9: Setup for a high fidelity k-photon detector: Illustration of the incoming
probe-field with three photons on a chain of several cells, each with a
deterministic single photon absorber. Each cell absorbs exactly one
photon, while the remaining beam propagates to the next cell. In
the first three cells exactly one photon is absorbed and an atom is
excited to the Rydberg-state, which in turn is subsequently detected:
The position of the last Rydberg-excitation provides the number of
photons within the beam.
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(a) (0)

incident photon

Figure 3.10: In gate operation language, the absorber can act as a single photon
transistor: The induced phase shift of ¢ = Q2/4A. can trigger a
macroscopic light beam via a Mach-Zender interferometer.

photon in the probe-beam can switch several photons in the homodyne detector
(see Fig. 3.10).

3.5.2 Creation of Non-Classical States of Light

Subtracting a single photon from a squeezed-vacuum state allows for the creation
of non-classical states of light [70]. This idea has previously been explored both
theoretically and experimentally in the context of creating photonic cat-states from
a squeezed vacuum [74-77]. However, the means applied to absorb single photons
in these experiments were highly probabilistic, resulting in a low efficiency of the
setup. Here, our scheme provides a major advantage, as it allows for the subtraction
of photons with near unit probability. As shown in section 3.3.2, the density-matrix
for a photon-subtracted state of light can be calculated analytically. Starting from

an initial squeezed-vacuum state [78] with density matrix

Xew = Y CEm)n)(|Co(n), (3.25)

n,n’=0
1 vm!cos gm
Vcoshr 2—m/2 (%)'

Cr(n) = tanh™/? r, (3.26)

and squeezing factor r, the absorption of a single photon yields for I'cgt > 1 the

non-classical state

2vnn'
n+n'

Xfalsecat = Z C: (n)ln - 1>

n,n/=1

(n' =1]Cr(n). (3.27)
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Figure 3.11: Non-classical states of light: Wigner-function of the outcoming photon
state after the deterministic absorption of a photon within the cell.
The incoming state is characterized by a coherent state (o = 0) with
subsequent amplitude squeezing (w = —0.3).

The negative values of the resulting Wigner-function are a clear sign of the non-
classical nature of this particular state of light. It is important to mention that the
creation of cat-states in ref. [79] is based on reflection of photons, and only takes the
short time limit of the time-evolution U into account. Indeed, the time-evolution

operator takes the approximate form
U= et o | 4 T (J + L)t + O (Tent)?) - (3.28)

In contrast to eq. 3.27 the resulting light state reads ax..a’. The difference is the
factor of 2/(n+mn’), and stems from higher orders of T.st in the time-evolution
operator. Even so, for small cats o < 1, large photon-numbers play a minor role,
and the overlap between the cat-state in both methods of creation is close to unity
(see Fig. 3.13).

3.6 Conclusion

We have shown in chapter 3 that the absorption properties of an artificial atom
can be strongly enhanced by inducing a controlled dephasing for the excited states.

Such an additional coupling lead to an induced coupling between the previously
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Figure 3.12: Density plot showing the overlap between a photon-subtracted state
(3.27) created from an initial squeezed-vacuum with squeezing factor

r and an odd cat |odd cat) = |a) — | — ).
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Figure 3.13: Optimal overlap between a photon subtracted state (3.27) created
from an initial squeezed-vacuum with squeezing factor r and an odd
cat |odd cat) = |a) — | — @) (orange line). In comparison we plotted
the optimal overlap between the non-classical state created via photon
reflection (ax.va’) and an odd cat |odd cat) = |a) — | — ) (blue line),
as was demonstrated in ref. [70].
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dark states and the bright states, and therefore strongly increased the density of
states for the excited level. The resulting asymmetry between ground- and excited
states then accounted for the enhanced absorptive properties of the artificial atom,
while the strong interaction between the excitations prevented the system to carry
more than a single excitation simultaneously, and rendered the system invisible
after the first photon had been absorbed.

We have derived a theoretical description of this single-photon absorber in terms
of a quantum-optical master-equation and have shown that the symmetry of the
artificial atom allowed for a reduction of these (N +1)? differential equations to
just two. Moreover, we have provided both a full numerical solution as well as
an approximate analytical solution for the density-matrix time-evolution in the
limit of large atom numbers. This allowed us to thoroughly analyze the absorptive
properties of such a medium, and identify a regime where deterministic single-
photon absorption can be achieved within an ensemble of cold atoms coherently
coupled to a Rydberg-state. In addition, we discussed possible implementation
schemes for the controlled dephasing. By neglecting the coherent dynamics of
the system in the limit of strong dephasing I' > Qn, we were able to derive the
effect of single-photon absorption on arbitrary states of light, and calculated an
analytic expression for the density-matrix of a photon-subtracted state. Moreover,
we explored possible applications of our design as a n-photon detector, a single-
photon phase gate and a device capable to deterministically create non-classical
states of light. Further work needs to be, and actually, is done in the context
of pulse propagation through the sample, an issue we generously neglected in the
current work. This, of course, is related to the question whether such a medium
reflects an incoming probe beam, and hence would nullify our efforts in fabricating
a deterministic single-photon absorber. However, preliminary studies indicate that
reflection can be strongly suppressed by using an appropriate density profile for

the absorbing ensemble.
3.A Effective Master-Equation in the Overdamped Regime
The master-equation for inhomogeneous dephasing reads

N He, pl + TL(p), (3.29)

8tp: n
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where L(p) and H.,, describe the inhomogeneous dephasing and the coherent

time-evolution driven by the laser coupling, respectively,
1
— RPN R PN — ; ) T
L(p) = g cipc; — 5 {cicz,p}, H., =Q E [|z><G\al + |G)<z\ai} . (3.30)

It is convenient to go to the Laplace-space, in which this equation takes the form
sk(s) — R(0) = *%[Hcoh, R(s)] + TL(R(s)), (3.31)

with R(s) the Laplace-transform of the density-matrix p. Henceforth, we assume
that (¢) the number of atoms N is large and (i4) the dephasing-rate I' is the
dominating energy scale. In particular, the coherent time-evolution of the density-
matrix is much slower than the incoherent dephasing, so that < I". Additionally,
we restrict our discussion to the case in which the atomic ensemble is in the col-
lective ground state |G) and thus R(0) = |G){(G|. For the following analysis it is
convenient to define the projection operators Pp, Py, and Pc that project the
density-matrix onto its diagonal D, the coherences between the excited states W
and the coherences between the excited and the ground state C, respectively, as
well as the projection Py via Pg = id — Pc. By applying the projection operator

Pc on the master-equation (3.31), we obtain
7 r
PesR(s) = = Po[He, PoR(s)] = 5 PoR(s), (3.32)

where we have used PcR(0) = 0. Under the assumption that I'/2 + s ~ I'/2 we
may solve this equation with respect to PcR(s), and find

PoR(s) & — = = Po[Heon, PoR(s)). (3.33)

2
al
Likewise, the master-equation projected onto the subspace Q) takes the form

12

Po(sR(s) = R(0)) = =5 = PolHeon, Po[Heon, PoR(s)]) = TPy R(s).  (3.34)

To further reduce this equation we use Po = Pp + Py, in order to split the double-

commutator into its diagonal part D and the coherences between excited states W.
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3 Deterministic Single-Photon Subtraction from Arbitrary Light Fields

The projection onto the latter then reads

[Hcoh7 [Hcoh7 RQ}C]W

2" lijai(GlRo|G)al (il = Y {Ii)asal 1], Ro }

i, ,l

, (3.35)

w

where latin indices run over all excited states and, again, s + I' &~ I' applies.
Additionally we have used the short-hand notation Rg = PgR. The first term on
the right-hand side of eq. (3.35) describes transitions from the ground state to the
coherences between the excited states, whereas the second is due to transition in
between the latter. The first term is clearly dominating since initially (:|R|j) = 0,
and any change is suppressed by a factor Q?/T'2. (Note that neglecting s does,
in fact, spoil the relation (i|R|j) = 0 in eq. (3.35).) Indeed, a simple model
that assumes all coherences to be of the same value proofs this assumption to be
correct. Thus, the coherences between the excited states do follow the ground-state

occupation,
Py R(s) = Z| i)ai(G|Rq|G)al (j], (3.36)
%]

as is the case for the coherences between the ground and the excited states (see
eq. (3.33)). On the other hand, the time-evolution of the diagonal part of eq. (3.34)
is solely governed by the double-commutator with characteristic time-scale Q2 /T,

as may be seen directly in the projection,

[Hcoh7 [Hcoha RQ]C]D

22\(1 (iRoli)as (Gl = Y- {IG)alai (Gl Ro |

k3

+2) " l)ai(GIRalGal (il - 3 {IDasal (il R |

Following the argument above we may neglect any contributions due to off-diagonal

(3.37)

D

elements by replacing the double sum in the first term with a simple one. To an
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3.A Effective Master-Equation in the Overdamped Regime

accuracy of 2 / I'? the master-equation in time-domain hence reduces to

2
pp = o 3 201 paCi — {C1C:, pa} +2CipaCl — {CiClpa} | (339)
i D

with the effective jump operator C; = a;|i)(G|. The first and the last term in
the square bracket induce transitions from the excited states back to the ground
state. Their contribution is proportional to the probability to be in the excited
state, which increases from zero to 1/(N+1). Conversely, the two middle terms
are proportional to the ground state occupation number that decreases from its
initial value of one to 1/(N+1). Hence, the former, back-action terms only become
relevant close to the steady-state in which, by definition, no time-evolution occurs,
and may thus be neglected. Such an approximation results in a slightly modified
steady-state, meaning that the ground-state occupation number approaches zero
as compared to 1/(N+1). We therefore find the approximate master-equation for

the diagonal entries of the density matrix

2

Ppp = %PD > | CiPopC — % {clci, Pop} | (3.39)

i

All off-diagonal elements can be expressed in terms of the diagonal elements by
use of the egs. (3.33) and (3.36), meaning that eq. (3.39) is sufficient to describe
the system dynamics. For all intents and purposes the individual states |i) are
equivalent except for their spatial position. The latter difference is however unim-
portant as long as all the atoms are situated within a blockade volume. We may
hence introduce a dummy-sate |E) that describes any of the atoms to carry an

excitation. With that the master-equation reduces to

2

Ppp = NPD CPopCt — % {ctc, Pep} |, (3.40)
where C' = a|E)(G| is the dummy jump-operator. Note that the characteristic
time-scale is Q% /T, in agreement to the analysis presented in subsection 3.2.5.
Moreover, it is important to stress that the dummy-state is, in fact, not a coherent
superposition but an incoherent mixture due to the strong dephasing. Indeed, a
coherent superposition would be a W-state, and to prevent it was the sole purpose

of the deterministic single-photon absorber in the first place.
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3 Deterministic Single-Photon Subtraction from Arbitrary Light Fields

3.B Dynamics of a Saturating Absorber

In this section, we derive the influence of a single-photon absorber on a weak
probe-field x. The single-photon absorber is described by a two-state system with
collective ground- and exited state denoted by |G) and |E), respectively. Under
the assumption that the absorption-rate I'.g is the dominating energy-scale we can
neglect any photon emission and coherent dynamics. Then the time-evolution for a
density-matrix p describing the composite system of absorber and light-field takes

the form
1
Oip=Teq [cch —-3 (cTcp + chc)} . (3.41)

Here, the jump-operator ¢ = a|E)(G| accounts for the transition from an excitation
in the light-field to one in the two-state system, with the photon annihilation-
operator denoted by a. An important aspect is that the jump-operator satisfies
¢? = 0, and corresponds to the fact that a single photon saturates the absorber.
It is convenient for the following discussion to express the master-equation in the

compact form
Aip =Tea(J + L)p, (3.42)
with the super-operators J and L are defined via
Jp=cpc', Lp= —% (cTcp + chc) . (3.43)

Then, a formal solution to the above master-equation takes the form of a time-

evolution operator U, so that
p(t) = Upo = "V TH0 g (3.44)

where po is the initial state of the system at ¢ = 0. The saturation-condition =0

allows for a decomposition of the exponential in the time-evolution operator,

R [A/nfl " .
U= JZ ——(Deat)” + elertt, (3.45)

First, note that for any light-field x, the density-matrix p = |E)(E|® x is an eigen-
state of the time-evolution operator due to the relation J|E)(E| = L|E)(E| = 0.
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3.B Dynamics of a Saturating Absorber

To put it in a more physical context, the excited absorber no longer couples to the
light-field, and is thus invisible. Consequently, we can reduce our discussion to the
experimentally relevant initial states p = |G)(G| ® x, where the two-state system
is in the ground-state. Second, the summation in the time-evolution operator may

be written in the more compact form

It 1 Teg Lt Teg Lt
> o (Teat)” = = (e etlt _ 1) = I‘eﬁ-/dte et Lt (3.46)
n=1 ’ 0

o

In consequence, the full time-evolution operator reads

U= (j [FSH / t dt} + 1) elealt, (3.47)

Within a Fock-basis {|n)}, the operator e'f Lt can be expressed as

eFLtX _ Z Xn,n’ereﬁﬁt|n> <n/| _ Z Xn’n/efl"effc*ctﬂ‘n) <n/|67Feﬁ'c*ct/2

Togt ’
=3 Xawe Ty ), (3.48)

and thus predicts an exponential decay proportional to the photon-number carried
by the respective density-matrix component. The integral in the J term then yields

an exponential saturation of the exited state according to

t
t . Tt ,
1_‘eﬁ/ dteFCHLtXZFeHZXn,n’/dte_ 3 (n+n)|n><n/|
0

n,n’ 0

2 7Fefft n4n’
=Y o <1fe A5 (0t >) (. (3.49)
n,n’

Finally, the time-evolution of an initial product density-matrix p = |G)(G| ® x is
given by

2vnn/ (1 e s (n+n’)

2
n—+n'

UMIGHGI @ x = [E)E|® D X

n,n’

Yo =1 = 1]

Temgt

FIGHE® 3 xmmre™ FEH ) . (3.50)

n,n’/
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3 Deterministic Single-Photon Subtraction from Arbitrary Light Fields

The first term proportional to the excited state |E)(E| increases exponentially
on a timescale governed by the number of photons in the respective light state.
Conversely, the second term proportional to the ground-state |G)(G| shows an

exponential decay on a corresponding timescale. In the scaling-limit, this results

in a state
. 2vnn' ,
Ut = 02)|GNGI @ X = IBEI© D X Ty In = D' =1
+1G)(G ® x0,0[0) 0], (3.51)

where the probability for the two-state system to be in the excited state turns out
to be 1—x0,0. In general, the resulting density-matrix does no longer correspond to
a pure state due to the factor 1/(n +n’) that prevents a decomposition according
to x = |x){x|. Still, deviations from the initial state are small for large average
photon-numbers. For instance, absorption of a single photon from a coherent state

of light |«) with density-matrix

N a*m an/
X0 =¢€ ! |Zﬁﬁ‘n><ﬂ/‘, (352)

n,n’

results in a state

_ el 2t
xeo = ") e M (3.53)

which in general cannot be decomposed. Yet, in the limit of large o corresponding
to a large average photon-number n = |a|?, this particular state closely resembles
a coherent state with o/ = v/a2 — 1. On the other hand, strong deviations occur
for small o ~ 1 (see Fig. 3.14). This fact also shows in the purity of the resulting

state, which, renormalized by tr x g, takes the general form

tr x4 1 2 ( n—m )2
= n m 1 - . 3.54
trxe 1 —xo0,0 Z Xn+1,m1] n+m+2 ( )

n,m=0

Again, for a coherent state |a), this expression reduces to

trx% 1 <2a2 2 2)
= -1 I'(0,-2 log(—2 3.55
A e (- 1 PO 207 S log(20Y) . (355)
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Figure 3.14: Average photon-number of a coherent state |a) over time. The solid
blue line is the part proportional to the ground-state of the absorber,
whereas the solid red line is the part proportional to the excited state.
The black dashed line depicts the naive expectation that the photon-
number decrease by one, when a single photon is absorbed. The plot
clearly shows that this naive estimate fails for small values a.

where I'(x, y) and 7y denote the incomplete Gamma function and the Euler-Mascher-
oni constant, respectively. As one might expect, eq. (3.55) approaches unity for
a > 1. In addition, the calculation for a two-state saturating absorber can eas-
ily be generalized for an n-state system: The time-evolution is then given by
U,(t) = [U(t)]", and yields n — 1 exponentially decaying states, and a single expo-

nentially increasing state which carries n excitations.

3.C Pulsed Rabi-Frequency

A possible way to realise a system featuring inhomogeneous dephasing is to use
a random but static detuning for each atom in combination with a pulsed Rabi-
frequency. The main idea goes as follows: While the coupling laser is on, the
collective ground-state is excited into the W-state with little dephasing due to the
random detunings. On the other hand, the dead-time in between the pulses allows
the W-state to acquire a large enough overlap with the dark subspace before the
coherent driving de-excites the system again. More specifically, in a setup where a
single pulse coherently transfers a fraction f of the collective ground-state popula-
tion into the W-state, perfect dephasing accounts for a second transfer of a fraction
f(1 —1/N) from the W-state population into the dark subspace. A subsequent
pulse excites another fraction f of the remaining ground-state population, while
only a fraction f2/N is transferred back. The asymmetric transfer hence creates an
exponential decay of the collective ground-state population for f?/N < 1, where
the effective decay-rate I'puee = —plog(l — f) is determined by the pulse-rate p
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Figure 3.15: Time evolution for a system with static random detuning A € [—-Q, ]
and pulse-times A, = 52n. The solid red line shows the probabil-
ity E to be in the excited state, whereas the dashed blue line shows the
probability to be in the W-state. The pulse-shape is sinusoidal, and
indicated by the filled blue line. In the dead-time between the pulses,
the dephasing accounts for a probability transfer from the W-state
into the dark states, as can be seen around tQy ~ 4.

and the transfer fraction f. Such behavior can be studied by a straightforward
numerical integration of the coherent dynamics with a pulsed control-laser. The
amount of population transfer within each pulse is determined by the pulse-area
J: OT dt Qn (t); optimal transfer is achieved for a m-pulse with Qn =~ 7/T, while the
shape of the pulse plays a minor role. On the other hand, it is desirable that within
each pulse individual states acquire a phase-shift ¢; = A;t that is on the order of
7. Indeed the numerical analysis confirms these expectation (see Fig. 3.15) and

even a sinusoidal modulation of the coupling laser leads to a very fast dephasing.
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CHAPTER 4

Quantum-Motion of a Topological
Defect

4.1 Motivation

Efforts to demonstrate quantum-behavior of macroscopic objects, especially ones
that can be seen by the naked eye, have attracted considerable interest [80-83].
The fundamental difficulty in observing quantum-effects on a macroscopic scale is
due to the huge number of degrees of freedom involved [84]. Those all individually
couple to the environment and, as a result, experience a slightly different inter-
action that is responsible for a loss of coherence in between the constituents and
thereby their capability to interfere [85]. Yet, a topological excitation is not char-
acterized by its local degrees of freedom [86], but rather by a non-trivial topology
of a macroscopic order-parameter. The latter represents a non-local quantity that
features an extensive energy gap, and is thus stable despite local perturbations.
In concert with the remarkable progress in the control over cold atomic gases this
opens the path to realise such states in an idealized environment [1]. Here we
ask the simple question whether a macroscopic object such as a topological exci-
tation can show quantum-behavior. In particular, we consider a quantum vortex
in a cold atomic gas confined to an optical lattice, and show that it can exhibit
interference-effects.

The application of classical hydrodynamic considerations in describing vortex-
dynamics in a continuous superfluid has proven to be remarkably successful even

for a low number of vortices [87]. This is mostly due to the fact that the vortex
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4 Quantum-Motion of a Topological Defect

de Broglie wavelength decreases with decreasing interaction between the super-
fluid particles [88]. As a result, the healing-length for a weakly interacting system
such as a cold atomic gas is much larger than its de Broglie wavelength and, ac-
cordingly, so is the spatial dimension of the vortex-core. Moreover, the vanishing
superfluidity in the core gives rise to dissipation and hence quantum effects are fur-
ther suppressed [89-91]. On the other hand, strongly-correlated systems such as
d-wave superconductors [92] or cold atoms in an optical lattice close to the Mott-
insulator transition might exhibit quantum-motion of vortices [90,93]. Indeed, the
latter system allows for near arbitrary tuning of the healing-length via external
fields, and is thus a prime candidate for observing quantum-effects of topological
excitations. If we assume the vortex core to be smaller than the lattice spacing,
the vortex itself is pinned to the plaquettes of the lattice [94-96], and dissipative
effects due to the finite core size vanish. On the other hand, the vortex is allowed
to tunnel from one pinning-site to the other, with the tunneling rate being gov-
erned by the global properties of the superfluid phase rather than a local one [93].
The tunneling of vortices in cold atoms has been investigated previously in both
a homogeneous system with two pinning-sites [97-99] as well as in a lattice in the
context of hall conductivity of hard-core bosons [91,100,101]. Yet a thorough in-
vestigation that focuses on the signatures of quantum-motion of individual vortices

is missing so far.

In this chapter we study the behavior of quantum vortices in a cold atomic gas
confined to an optical lattice. In concert with a Feshbach-resonance the latter
allows us to tune the interactions between the superfluid particles and thereby
control their fluctuations. We are particularly interested in the regime close to the
Mott-insulator transition, with a large average number of superfluid particles per
lattice site. In combination these conditions lead to a small vortex-core as well
as negligible density-fluctuations, and thus drive the vortices into the quantum-
regime. In turn, the vortices are confined to the plaquettes of the optical lattice.
Starting from a two-dimensional Bose-Hubbard model with repulsive interactions
we derive an effective theory for the vortex degrees of freedom in terms of a tight-
binding model on the dual lattice sites associated with the plaquettes of the original
lattice. In analogy to the classical hydrodynamic theory we find that a moving
vortex acquires a Berry-phase due to the superfluid filling and exhibits a logarith-
mic interaction-potential for other vortices. The former then leads to an effective

magnetic field and in turn to a Lorentz-like force acting on a moving vortex. In
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4.2 Mapping from Bose-Hubbard to Vortex Degrees of Freedom

addition, the finite tunneling-amplitude gives rise to a finite vortex mass induced
by the underlying lattice, for which we provide an analytic expression. Last, we
discuss the fundamental differences between classical and quantum vortex motion
and comment on the possibility to realise a vortex interference-experiment within

a cold atomic setup.

4.2 Mapping from Bose-Hubbard to Vortex Degrees of Freedom

4.2.1 Gauged Bose-Hubbard Model

We start with the two-dimensional gauged Bose-Hubbard model [102,103],

AL _ia,, U
H=—-w alaze' i 4 a;aie “ij g D) Zm(m -1+ Mzni, (4.1)

(i,3) i i
T

lattice and n; = a;rai counts the number of superfluid particles on site i. The op-

where a; (a;) creates (annihilates) a bosonic particle on site ¢ of the two-dimensional
erators need to be supplemented with an algebra that constitutes the appropriate
commutation relation, namely [a;, a;] = d;,;. Moreover, w and U are the particle
hopping rate and on-site interaction parameter, respectively, whereas p is a global
chemical potential. The phase A;; acquired at every hop is due to an artificial

external magnetic field B perpendicular to the plane, and thus fulfills the relation

ZAij = B, (4.2)

where ZD denotes the summation around a plaquatte I of the lattice. This mag-
netic field will later act as a chemical potential for the vortices. Such a system
can easily be realised within a cold atomic setup [103], where either rotation [104]
or external lasers in concert with internal degrees of freedom [105] are used in
order to create the effective magnetic field for the neutral atoms. For our in-
tents it is convenient to express the Hamiltonian (4.1) in terms of a coherent state

path-integral [106], where we use a basis

[{wi}) = exp | Y thial | |vac). (4.3)
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Here, 1); is the probability-amplitude to find a particle in the Wannier state created
T

by the operator a;. In imaginary time 7 — —it, the action of the Bose-Hubbard

model (4.1) reads

(i,9) i

nB
i = / dr Y VI (00, — i —w ) wiiet e+ o S Il - 1)
0 7
hB
z/drﬁ({dzi}). (4.4)
0

In the following we provide a transformation that shifts our point of view from the

particle description in (4.1) towards a vortex description.

4.2.2 Quantum Phase Model

A vortex is a point defect in the phase of a superfluid carrying a non-zero winding
number ¢ [86], where the singular point of the phase then marks the position of
the vortex core. In order to derive an effective model for the dynamics of these
topological quasi-particles, we need to cast the gauged Bose-Hubbard (4.1) model
in terms of this very phase variable ¢. According to ref. [107], this can be achieved
via the relation 1; = /i + on;e'®, giving rise to the action

B
Sé = / dry [%m + ihaps (mi + n)}
0 i

— 2w Z \/ﬁ + on; \/ﬁ + onj cos(gi; + Aij) + % Z on;, (4.5)
(4:3) i

with ¢s; = ¢i — ;. Moreover, we split the local superfluid filling n; into an average
filling 72 and local fluctuations én; under the assumption that ) (én;) = 0. Note
that the phase ¢; and the superfluid fluctuations dn; are conjugate variables and,
in quantized form, their operators fulfill the commutation relation [¢;, dn;] = id;;.
The factor o7 in the first term of eq. (4.5) is a total time-derivative and hence can
be dropped, whereas the topological term quﬁ accounts for the Magnus-force for
non-integer 7, as is shown in section 4.3.3.

At this point we need to apply the first of two approximations, namely that the

fluctuations of the superfluid dn are much smaller than the average superfluid
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Figure 4.1: Regime of validity for the Quantum Phase model. Below the dashed-
blue line, the system enters the Mott-insulating regime, where phase-
coherence between different lattice sites is lost. The solid red line marks
the transition into the Galilei-invariant Gross-Pitaevskii regime. There,
the healing-length exceeds the lattice-spacing, and strong density-
fluctuations on the individual lattice sites occur.

filling nn. This allows us to replace the non-local factor in the second term by a
global one, that is /7 + dn; /% + én; — 7, and ultimately leads to the definition
of the superfluid stiffness K = 2wn. As is shown in ref. [107], the regime of validity
for this approximation is given by

% < % < 3. (4.6)
The lower boundary of eq. (4.6) is the transition into the Galilei-invariant regime,
where the lattice is but a small perturbation. In this regime, one needs not refer to
the Bose-Hubbard model for an adequate description, but rather use the Galilei-
invariant Gross-Pitaevskii equation. Conversely, the upper boundary marks the
transition to the Mott-insulator, where any phase-correlations in between lattice
sites is lost [14]. Even so, for large enough superfluid filling factors n, there is an
intermediate regime where the above approximation is justified.

The next step is then to integrate over the remaining superfluid fluctuations én;,
and yields the action of the reduced Quantum-Phase model (rQPM),

hB
Wi
S?QPM :/dTZ o5U
0

+ > ihgin — K Y cos(giy + Aiy). (A7)
i (1,9)
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4 Quantum-Motion of a Topological Defect

Here it is important to note that the only dynamical variable is the local phase
¢i and its time-derivatives. Yet the non-linear cosine-term accounts for the highly
non-trivial features of the model, and in particular allows for multivalued solu-
tions such as vortex excitations. In order to deal with the cosine-term we follow
the ideas developed in solid-state theory in the context of the XY-model, and per-
form a duality-transformation [108]. The first step is a Villain-transformation (see
ref. [109])

00
1 52
eKcosd>_> Z e—ﬁl —zl¢7 (48)

l=—0o0

which marks the second approximation in this calculation. It allows us to remove
the non-linear cosine-term at the cost of an additional field [ that we interpret
as the superfluid current. The applicability of the Villain-transformation is based
on large prefactors K. Since K ~ n, this condition is equivalent to the lower
boundary of the validity of the Quantum Phase model (see eq. (4.6)). By carrying
out the Villain-transformation on every lattice link (7, j), the resulting action takes

the form

rQPM /dTZ U h¢z + ZUTL Zl

(4,9)
+Zz¢z Zz” +Zzl” iy (4.9)
JjE (i,5)

where we dropped the constant term ~ Un?. The short-hand notation Zj ci
describes the summation over all lattice sites j adjacent to site ¢, and is thus the
lattice equivalent to the divergence for the I’s. A subsequent integration over the

phase variables ¢; yields the action in terms of the superfluid currents [ alone,

erMf/erZz,J( QhQaQ)Zl” +ZUnT S0

i jET JEL

Zl Y il A (4.10)

(4:3) (:3)
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In analogy to common electrodynamics [110], we now rewrite the superfluid cur-
rents [ corresponding to the electromagnetic field in terms of potential-derivates
li;j = hr — hy — hOr fs1. Here, hy and f;; are a scalar- and vector-potential, re-
spectively, and are defined on the plaquettes I and their respective links (I.J). A
geometric interpretation of this mapping is a m/2-rotation of every lattice current
l;,;, with the rotation axis center situated on the links of the original lattice, see
Fig. (4.2). For the sake of brevity, we again denote h;y — hy = hry. A consequence
of this particular mapping is that the divergence-term (ZJ i b, ]‘) on the original

lattice turns into a curl-term on the dual lattice, as

Zli’j = _haTZf‘H’ (4'11)

j€i
and the O denotes summation over the edges of one lattice plaquette. Note that

only the link variables f;; contribute to eq. (4.11), whereas the local field h; drops

out.

An integration by parts allows us to remove the inconvenient time-derivatives 0 f,
which, in retrospect, justifies the definition of f as a time-derivative in the first
place. In particular, for the term coupling the magnetic vector-potential As; to
the vector-potential J; f;r this yields the expression f;r0-Asr. In Weyl gauge,
the time-derivative of the vector-potential is an electric field for the superfluid
particles, namely 0rA;; = F. Since the superfluid particles have unit charge, the
external electric field is equivalent to an external force F'. Yet, for the sake of
clarity, we henceforth assume F' = 0. On the other hand, we can use the definition
of the magnetic field eq. (4.2) in order to express the summation of the A;; over
one plaquette as » Jer Ary = By, which explicitly shows the gauge invariance
of the theory with respect to the external field. Upon dropping a constant term
~ UR? that arises due to a completion of the square, we are thus left with the

discrete electromagnetic action

nB 2
U
hf _ —
SrQPM_/dTEZ n+ZfJI
0 I o
1 .
+ﬁuz‘])(hjjfharf][)QJFZ;h[B]. (4.12)

Last, we perform a poisson summation which renders the action in terms of the
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Figure 4.2: Diagrammatic representation of the mapping. We start from the Bose-
Hubbard model described by the phase and density on the individual
lattice sites. The density-fluctuations can then be integrated out, and
give rise to a dependence on the time-derivative of the local phases ¢;.
A subsequent Villain-transformation allows us to replace the phases ¢;
by superfluid currents l;; defined on the links of the lattice. In anal-
ogy to electrodynamics, we introduce the discrete scalar- and vector-
potential Ay and fjr, respectively. In order to remove the discreteness
from the fields, we apply a Poisson-summation, and obtain continuous
fields 0; and 5 at the cost of discrete charges q; and currents jjr
representing the vorticity and the vortex current, respectively.
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continuous potentials 6 and 1[; as well as the discrete charges q; and their respective

currents jrg,

ngPM = /dT —Z n—l—ZdJJI + — 2K (éu —haﬂﬁn)z

(I,J)

- 2mz 0, (qI - —) — 2mih Z Dorjor. (4.13)

(I,J)

The charges ¢q; and currents j;; will be interpreted as vortex-density and -current
later on. Note that the magnetic field B; modifies the coupling of the vortex charge
(vorticity) to the scalar potential 0~1, and thus acts as a chemical potential for the

vortices.

It is convenient for the following treatment to define a field n;y via n = ZD nJI-
We can then write eq. (4.13) in the compact notion ) s, with ¢;5 = Yr+nir,
and find a coupling of the current j;; to the background superfluid ns; that leads
to a phase shift for a vortex moving from one site to another. As will be shown
in section 4.4.2, this term creates an effective magnetic field for the vortices. Yet,
since 7 and hence n;; are constant in time, 8,9 ;1 = dr¢sr. It follows that the

action of the vortex model then takes the final form

nB

2
Sfc?PM:/dT* Z ZwJI +

(015 — acSTL/JJI)Q
0 (I,J)

—2mih Y Ore. (¢ = B) = 2mih > (Yur —nur)jor,  (414)
I

(I,J)

where we further absorbed the sound-velocity ¢ = VUK /I in the definition of
0; = 0r/c.. Since the lattice spacing is a dimensionless quantity, the effective
chemical potential B; = By /2wh is but the magnetic flux By divided by the flux-
quantum 277i. As already mentioned above, the action (4.14) is formally equivalent
to a theory of charged particles on a two-dimensional lattice. The vortices play
the role of the positive or negative charges, depending on their respective vorticity,
whereas the superfluid phonon modes correspond to the electromagnetic fields

mediating the interaction [111]. In analogy to electrodynamics, one can cast the
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4 Quantum-Motion of a Topological Defect

action (4.14) in terms of (2+1)-vectors

0r ¢s(qr — Br)
X1 = w? ) jI = ]? ) (415)
Py it

where Z and § are mere directional indices. In this covariant form, the action
(4.14) reads

hB
U . . . .
Sopn = /d’T 5 ;XIALJXJ — 2771)‘12)(1]1 + 2mh2m]1, (4.16)
0 ,

where Ay ;s is the coupling-matrix between the phonon-fields x;. Since we are only
interested in the vortex degrees of freedom, we can integrate over the phonon field

X1, and are left with

n3 1B n3

; 27h)? a1 . . .
Slopn = _( 2U) /dT/dT/;jIAL}]]J + 2mh/d7—z[:mj1. (4.17)
0 0 , 0

The explicit form of the Green’s-function A;b will be discussed in the next section.

4.2.3 Lattice Green's-Function

We now turn towards our actual goal, that is to calculate the vortex-action on
a square lattice. Unfortunately, the relatively short continuum calculation (see
appendix 4.A) turns quite extensive and rather cumbersome on a lattice, and is
thus banished to appendix 4.B. We find that the interaction-matrix on the lattice

may be written as

wT d2k ik(x;—xj) Areg
A[J = dw e (27‘{')2 (& Ak,w’ (418)

with the regularized interaction-matrix (see appendix 4.B)

2
ApE = (‘ZQ +4 {sinQ %”” + 4sin® k;D id, (4.19)
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and the identity matrix id. Since A% is diagonal, it can easily be inverted. The

resulting lattice Green’s-function is then given by
Apy (1) =id Apy (7), (4.20)

with the one-dimensional propagator

2 ik(xy—xj)+iwT
A;}(T):/%/(gﬂ’; — . (4.21)
w?/c2 +4 [sm % +sin Ty}

4.3 Effective Vortex Lattice Model

4.3.1 Definition of the Vortex Current

Analog to the expression for the vortex current in the continuum provided by
D. Lee and M.P.A. Fisher [112], the vortex current on a lattice takes the form

it = e Z qi51,1ni [@(T—Tni) - @(T—Tni+1)]7 (4.22)
31 => 080y (1, 11 ST =Ty (4.23)

Here, ¢* = +1 is the integer vorticity, © is the Heaviside step-function and Tn,; 1S
the time when the n;-th hop from site I,,, 1 to site I,,; occurs. The particular site

I, can be written as a sum over all previous jumps,

m; =0

with i = 2,9 denoting the direction of the n-th jump. Therefore, I, is the
lattice trajectory of a vortex. This rather complicated form of the lattice current
as compared to the continuum version is due to the current being defined on
the lattice links, in contrast to the density that is defined on the lattice itself.
Fortunately, we will only need the most basic versions of this expression, namely
the current of two static vortices sitting at sites Y and Z, respectively, and the

current of a vortex which performs a single jump from one site to another.
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4 Quantum-Motion of a Topological Defect

4.3.2 Vortex-Vortex Interaction

In order to calculate the vortex-vortex interaction potential on a lattice, we assume
two vortices to sit at sites Y and Z, respectively. Thus, the constant (2+1)-current

takes the trivial form

CsqQy 01,y + ¢sqz01,2
jr = 0 . (4.25)
0

We can write the action for such a configuration by the use of the egs. (4.17) and
(4.20), and find the action

2mh)°c? -
Su = B [ grariagy e - ), (4.26)
under the assumption that fluctuations do not contribute [106]. Moreover, we
neglect any self-interaction terms, since those would be present regardless of the
presence of a second vortex, and only keep track of the cross-terms describing the
interaction between the vortices (thus, the factor of 2). The time-integral over the

Green’s-function then reduces to

_ 2 ik(xy —xz)
drdr' Ay, (t— 1) = dr d’k = . (4.27)
vz (2m)2 2 kg 2 ky
4 [sm 5 +sin 7}

The integral over time in the brackets yields the time interval of our observation,

whereas the integral over the momentum k gives the actual interaction energy.

According to ref. [113], the latter integral can be well approximated via

d2k ik(xy —xz)
/ ( € ~ 27 log |xy — xz| + const. (4.28)

2
27r) 4 [Sin2 %ﬂ + sin? %’}

for large inter-vortex distances as compared to the (dimensionless) lattice spac-
ing, i.e. |x1 — x2| > 1. We therefore recover the logarithmic interaction potential
between vortices as is found in the continuum hydrodynamic description. By ne-

glecting the constant terms, we are left with the action

Sine = </ dT) A’ gy qznw2r log [xy — xz|, (4.29)
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4.3 Effective Vortex Lattice Model

where we used ¢Z = UK/h?* = nwU/h®. Note that this is in agreement with the
model used in ref. [101].

4.3.3 Instanton Action

The current generated by a single vortex hopping at time 7 = 0 from site Y to site

Y + & cast in terms of the (2 4 1)-vector notation takes the form

s [0r,yO(=7) + 61,y +:0(7)]
Jr=4q 81,y o(T) . (4.30)
0

If we neglect any fluctuations in the bounce, the instanton-action reads
omon 27rh
st = G- [ arar S HOAT =) )

It is important to note that this action only takes phase-fluctuations into account,
whereas it neglects density-fluctuations as well as the structure of the vortex core.
However, the former approximation is justified since we are interested in the regime
close to the Mott-insulator transition, where density-fluctuations are suppressed.
For the sake of clarity we split the below calculation into its spatial- and time-

component.

By inserting a single vortex tunneling from Y to Y + 2 in the spatial component

of the general instanton-action (4.31), we find the the expression

2 2 22
sppaee = 2VC / drdr's(7)0( VA (r — 1) = CTCERCL ) a39)

Here we introduced the rescaled Green’s-function Ay3 (7/c.) = Ay (7)/c. in the

last step. Explicitly, the rescaled Green’s-function takes the form

dw/cs 1
/ we / , (4.33)
w?/c2+4 [sm2 Ba 4 gin? kz”
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4 Quantum-Motion of a Topological Defect

and is but a numerical constant. Numerical integration yields the approximate
value of Ay (0) =~ 1/3, with which the action (4.32) reads

om’h | K
Sepace —. 4.34
e T g (4.34)

The time component of the instanton-action (4.31) for a tunneling vortex (4.30) is

more involved: First, note that the instanton-action takes the form

2 _ —
s = B [arar' e [o(-no(-r)47" + 0(-n)0()A L

+O(ne(—r)A; + @(T)@(T')]\gl] , (4.35)

where we have introduced the short-hand notation for the scalar Green’s-functions
Ayt = ]\;1}, (t—17')and A = /7\;,}%‘},(7— — 7') in order to conserve space. From
this we need to subtract the action created by a stationary vortex, namely a vortex

that sits on site Y for the entire time of observation,

me 21h)? —_
Sieationary = ( ;g) / deT’ZchzcsAo L (4.36)
I,J

Since the Green’s-function is translationally invariant, Ay3 (1 —7') = ]\)_flﬂz,yﬁm
subtracting the action of a stationary vortex cancels the first and last term in
eq. (4.35). In consequence, we obtain the regularized instanton-action

gtime _ Stime _ Stime

inst inst stationary

_ (2;3) / drdr' 2qPe, [@(—T)e(T/)(A:; ~AY

+o(me(—r)A;! - ]\gl)} , (4.37)

The difference A~} — Ay" between the two Green’s-functions can easily be calcu-

lated, and gives rise to the explicit expression

AL AN -7) = Lw/cs (TN
0 2
™

d2k e+ikf -1
x / oy o (4.38)

. k . k
w?/c2 44 |sin? £ 4 sin? %
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4.3 Effective Vortex Lattice Model

Integration over the respective time domains (7 > 0,7" < 0 or 7 < 0,7’ > 0; Note
that both domains give the same contribution, and in turn allows us to add both

in eq. (4.37) in order to get rid of the imaginary parts) yields

grime _

(27h)2 g% c. d*k —sin® £
; 4.
e = BT (439)

om)2 3/2°
(2m) 4 (sin2 %’ + sin? %y)

Again, the integral in eq. (4.39) is a purely numerical factor that, surprisingly,
is half of —/_\;%, (0) (on a numerical precision of 107°). This intriguing relation
hints on a hidden symmetry between the two contributions, which has proven to

be elusive so far. In total, the time-component of the instanton-action takes the

form
2
ime T h K
1tnst ~ 7? U (440)
The full phonon instanton action then reads
honon space Qtime 7['2h K
St = SN+ Shaer = 3\ T (4.41)

and marks the main result of this section.

The coupling between the vortex current j and the background superfluid density
7 expressed in terms of the vector-potential n gives rise to a phase shift for a vortex
hopping from one site to another. In particular, the phase shift of a single hopping

process is

GMasnue _ orpi / dr Zm jr = 2t / dr Z nI1jIr. (4.42)
I I

Henceforth, we assume 7 to be given in Landau-gauge 77, 1+y = n(Xr - &) = nzs
and 77,742 = 0. A hopping process from site I to site I + § therefore yields the

instanton-action

Spaenus — 27rhi/d7’2771’1+_@qy51,y5(7') = 2mhingy xy . (4.43)
I

The 4 in this action ensures that the contribution due to the superfluid coupling
is indeed a phase factor, and accounts for the effective magnetic field felt by a

vortex. The field strength is then equal to the average particle filling n, as can
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4 Quantum-Motion of a Topological Defect

easily be seen by calculating the accumulated phase of a vortex moving around
a single plaquette of the dual lattice. For integer 7, the phase is a multiple of
27, and yields an overall factor of one due to x; € Z. As a matter of fact, the
effective magnetic field is only defined modulo 27. This simple fact has but sever
consequences for both the effective magnetic field felt by the vortices as well as
the Hall-conductivity of the superfluid particles [114], and will be discussed in
section 4.4.2.

Note that in the above calculation, we neglected any contribution due to the vortex
core. We justified this approximation a priori by assuming that the healing-length
is much smaller than the lattice spacing, £ < 1. A rigorous proof of this assumption
can be obtained by following Feigelman et al. [115], who estimated the instanton-

action of a tunneling vortex core to be S ~ hné?. In turn, this leads to the

inst

condition
gpreren L Saw/U \/aw/U Un
1 D V7 SR Akl A 4 (4.44)
St ng? "Tn w

Incidentally, eq. (4.44) is the lower bound of eq. (4.6), and validates the treatment

of the Bose-Hubbard model in terms of the Quantum-Phase model.

4.3.4 Effective Vortex Mass

The finite instanton-action acquired by a vortex moving from one site to another
induces an effective mass m, to these topological excitations. In this section we
will give an analytic expression for the mass in terms of the original parameters
of the Bose-Hubbard model. According to ref. [106], the instanton-action for a

massive particle tunneling across a barrier V(z) takes the form

Sinst = | dz+/2mV (z). (4.45)
By splitting the potential-barrier V(z) = Vpu(z) into a constant prefactor Vo a

dimensionless coordinate-dependent part v(z) ~ O(1), we can write the above

equation like

Sinse = V2mVy [ dz/v(z). (4.46)
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4.3 Effective Vortex Lattice Model

The integral in eq. (4.46) is then but a numerical factor that depends implicitly on
the shape of the barrier v(z). Here, we are only interested in how the vortex mass
depends on the microscopic Bose-Hubbard parameters, and will hence neglect any
numerical factors on the order of one. Since we know the instanton-action from
our previous discussion we can solve the eq. (4.46) for the mass m, neglecting any
numerical factors (in particular the numerical integral itself), which then yields
the explicit expression
Sz

. A st 4.47
m, 2 (447

For a vortex, Vj is the strength of the pinning due to the depletion of the superfluid.
An analytic expression for the vortex-pinning-potential was calculated in ref. [96],

and yields
h2
Vo~ —nQ(k¢), (4.48)
ms

where mg is the mass of the superfluid particles and £ = y/w/Un is the healing
length. The function Q(z) is defined via Q(z) = Jl(zz) +f1 JO(QZZ) , where J;(2)
is the i-th Bessel-function of the first kind. By use of eq. (4.47) in combination
with (4.48) and (4.41), we find that the vortex mass takes the analytic form

ms W
m, = — 4.49
QR U (4.49)
In the relevant region of k€ < 1 the function @ can be approximated by
Q(z) = —0.0772 — log z. (4.50)

This shows that @ depends but weakly on k€, and takes values on the order of

one. We then find the final expression for the approximate vortex mass

ms w

" k) U

Note that since k¢ < 1, log(k€) < 0 and hence cancels the minus sign, so that

(4.51)

m, > 0 for all parameters.
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4 Quantum-Motion of a Topological Defect

4.3.5 Validity of the Model

In the following, we want to discuss the limitations of our model with regard to the
approximations made and thus provide an intuitive understanding of the validity
of our approach. In addition, we compare our findings to previous works regarding

that particular problem in order to provide a wider picture.

Our derivation of the vortex-model and the induced vortex-mass is based on the
assumption that the system is in a regime where the lattice spacing is the domi-
nating length scale. From a more physical point of view this means that the lattice
always plays a significant role, and cannot be considered as a small perturbation to
the otherwise continuous superfluid. This basically leaves us with two boundaries
to obey: First, we require phase-coherence between the individual lattice sites in
order to create a vortex excitation. The loss of phase-coherence and the associated
transition into the Mott-insulating regime occurs at a critical interaction strength
U. = 8wn and hence sets an upper boundary for the lattice depth. Second, the
coherence-length £ needs to be smaller than the lattice spacing in order to ensure
that the vortex core does not extend over several lattice sites. A violation of this
condition causes a (topological) transition into a Galilei-invariant regime [107], in
which the healing-length is far larger than the lattice spacing. In turn, this gives
rise to dissipative vortex motion as well as significant density-fluctuations and,
as a result, leads to a frequency-dependence of the vortex-mass. The very same
frequency-dependence was already found by Arovas and Freire [116] by starting
from a Ginzburg-Landau Lagrangian. They obtained an explicit expression for the
frequency-dependent vortex-mass, which exhibits both an infrared and ultraviolet
divergence. The latter was found to be due to the vortex-core, and can be treated
by introducing an ultraviolet temporal cutoff £/c,. The finite frequency w sup-
presses the infrared divergence and leads to the low-frequency approximation for

the vortex-mass,

d+1 i

1 .
— 2 3 —

My = MTNE [—25 In 51 + 81gnw25 , (4.52)

with § = 1+ w2€2/c2. Here, the factor mSTme2 can be considered as the

mass of the vortex core. It is important to stress that although this expression
diverges logarithmically as w — 0, its Fourier-transform is causal. Such logarithmic
divergence has previously been found by Eckern and Schmid [117] in the context of

vortices in granular films as well as Stamp et al. [118] for magnetic domain-walls.
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Wang et al. [89] confirm these results and show that one can understand the vortex
mass as a coupling-effect of the many-body vortex-excitation to the environmental
modes. They derive an effective action for a single vortex in a superfluid by
integrating out the fluctuations of the environmental modes, where they consider
both phase- and density-fluctuations. Furthermore, they identify a regime in which
a vortex moves dissipationless, and find a well-defined expression for the vortex-

mass in the continuum, namely

o7 IR
my, = mmns€ {32 + 2/1 . (4.53)
The first term in the brackets accounts for phase fluctuations, whereas the second is
due to density-fluctuations with the spatial cutoff R taking the value of the smaller
of the system size and the distance between the vortices. The validity of their ap-
proach is based on the assumption that the vortex cyclotron-frequency w. is much
smaller than the temporal cutoff ¢./& associated with the vortex core structure.
Although hard to achieve in the continuum, they claim that this condition can be
met within an optical lattice, in which the condition w. < ¢/€ then translates to
& < 1. Together with the condition U < U, that ensures phase coherence between
the different lattice sites they find but for notational differences

w

1
> Un

1
> = (4.54)

However, this is exactly the condition (4.6) which marks the validity of the quan-
tum phase model (see section 4.2.1 and ref. [107]). In that sense, this justifies
our assumption of instantaneous vortex hopping, since any dissipative term would
be due to finite hopping times. By a simple translation of the continuum vortex
mass (4.53) they derive an equivalent expression for the lattice,
_ Tw |:7T2 1 U }
m, =ms— |-z + 1 .

U 32714 %wn (4.55)

Again, the first term in the brackets accounts for phase fluctuations, whereas the
second is due to density-fluctuations. Comparing eq. (4.55) with our findings (4.51)
we see that the two results agree in leading order, although our result does not show
the logarithmic dependence on the coherence length. This is hardly surprising,
since this term is due to density-fluctuations which we explicitly neglected in the
approximation én < n. In turn, Wang et al. [89] do not find the weak dependence
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4 Quantum-Motion of a Topological Defect

Q(&) = —log¢ that originates from the effective vortex potential. The reason for
that might be the very nature of how they translate their continuum results to the
lattice, which is based on the correspondence w <+ i%/2m, and U < 4wa.h®/m.,

with as the scattering length.

4.3.6 Vortex-Hubbard Model

The previous results allow us to write an effective tight-binding Hamiltonian for

vortices hopping between dual lattice sites

i2 —1i2
Hoy = w. § (’U}’UJ@Z TqINIg +U3016 g 7r‘11771‘1)
(I,J)

+ 7K Z(?’TFQI)(QTK'(IJ) log |x1 — x4] - (4.56)
1#J

Here, v} (v;) creates (annihilates) a vortex with vorticity g7 on the dual site I and
K = nw is the superfluid stiffness. In turn, the vortex hopping rate is given by the
vortex mass derived in eq. (4.51), i.e. w, = #*/m,. Eq. (4.56) is the generic model
for two-dimensional charged particles on a lattice under the influence of both an
external magnetic and electric field. The ratio between the hopping-rate and the

interaction-strength is

K my2nw  msU

2 — 22 2
Wy i nh {U} 7 (4.57)

wn
and marks the balance between kinetic and interaction energy. Increasing the
mobility of the superfluid particles decreases the mobility of the vortices and, as a
result, drives them into the classical regime. Conversely, strong interactions in the
superfluid leads to a quantum-mechanical behavior of the vortices. According to
eq. (4.6), the term in brackets has to take values between 1/7? and 3 and, hence,
the ratio (4.57) takes values

Wy K2 1

— € — | =, n 4.58

K ~mU {ﬁ‘?’ } (4.58)
For large enough average superfluid filling 72, this gives rise to a huge regime in
which the interaction energy can be tuned respective to the kinetic energy. Even so,

one needs to keep in mind that the interaction is long-range and shows no screening
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effect, as for instance occurs in dipolar gases. In that sense, the interaction between

vortices is always strong.

4.4 Vortex Dynamics

In section 4.3 we derived a fully quantum-mechanical model for vortices in an
optical lattice. Our main result in section 4.3.3 was that vortices in an optical
lattice become massive quantum-particles and hence should behave accordingly.
The immediate question that arises is: What are the signatures for a quantum-

motion of massive vortices as compared to their massless counterparts?

4.4.1 Classical Vortex Motion

It is instructive to begin with a semiclassical description of vortex motion in a con-
tinuous superfluid. Such a massless vortex is well described as a massless quasipar-
ticle subject to two different kinds of forces: The interaction between the superfluid
flow and the velocity-field of a vortex with vorticity ¢ gives rise to the so-called

Magnus force,
Py = —27hgnsvs A 2, (4.59)

that is proportional to the local superfluid density ns and the superfluid velocity
vs. On the other hand, a vortex moving around a closed loop of area A picks up
a Berry-phase ¢per.y = 2 A, where « is a proportionality factor that depends on
the particular microscopic Hamiltonian of the superfluid. This phase is in analogy
to the Aharonov-Bohm-phase picked up by a charged particle in a magnetic field,

and leads to the equivalent of the Lorentz-force, namely the Berry-force
Fs = 2whqav, A 2. (4.60)

Similar to the Magnus-force, the Berry-force acts perpendicular to the vortex ve-
locity v,. The dynamics of a vortex in a continuous superfluid is hence governed

by the equation of motion
0= Fs + Fu = 27hg(av, —nsvs) A 2, (4.61)

where the zero on the left-hand side stems from the lack of an inertial term for a

classical vortex. If we assume the vortex and the superfluid to be stationary in a
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given reference-frame, both the Magnus- and the Berry-force vanish and, therefore,
v, = v; = 0 is a solution to eq. (4.61). Galilei-invariance tells us that this is true for
any reference frame moving at a constant velocity vq. Yet the Galilei-transform
of the stationary solution is only a solution itself if & = ns, as can easily be seen
by 0 = a(—ve) — ny(—ve) = av, — n.vs. Therefore, a classical vortex follows
the superfluid velocity at its core position. On the other hand, if one explicitly
breaks Galilei-invariance, this symmetry-argument no longer holds and the relation
o = n, is allowed to change.

A different interpretation of the forces acting on a vortex can be given in terms of
the Josephson-relation [114]. A moving vortex creates a time-dependent jump in
the superfluid phase A¢ due to its non-trivial winding number g. The Josephson-
relation Ap = ho:A¢ then relates such a jump to a change in the chemical potential
Ap perpendicular to the vortex velocity, and in turn leads to a superfluid flow.
The resulting change in momentum of the superfluid particles is then transferred
to the moving vortex, and, according to Newton, yields a force proportional to the

relative velocity v, — vs.

Massive Vortices

Henceforth we consider the case in which the vortex turns massive. However, we do
not specify the nature of this vortex mass, nor do we remove the Galilei-invariance
of the system. Obviously, this is a rather naive approach, since the vortex mass
derived in section 4.3.3 is rooted in the underlying lattice structure. On the other

hand, it is instructive to consider the fundamental differences in the dynamics of

(a) (b)

Vs Vs

v, = U, <Uv> = Us

Figure 4.3: (a) Trajectory of a classical massless vortex. The balance between
Magnus- and Berry-force in the Galilei-invariant system requires the
vortex to follow the superfluid flow. Hence, we obtain v, = v,. (b) For
a massive vortex in a Galilei-invariant system, the vortex-motion is no
longer uniform, but exhibits oscillations. Still, on average a massive
vortex follows the superfluid flow, (v.) = v,.
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a massive classical vortex as compared to its massless equivalent as well as its
quantum counterpart. The addition of an inertial term to eq. (4.61) leaves us with

the modified equations of motion
m,0yv, = Fp + Fy = 2nhga(v, — vs) A 2. (4.62)

For a vortex in a superfluid with initial velocity v?, the solution to eq. (4.62) reads

0

v

WV (id cos wet — esinw.t) , (4.63)

We

X = tvy +

where w. = 2whgn,/m, is the classical cyclotron frequency, v, is the superfluid
velocity and ¢ is the totally antisymmetric tensor. Since the equation of motion is
now of second order, the vortex no longer reacts instantaneously to a change of the
superfluid flow. In addition, the wedge admixes parallel and orthogonal velocity
components, and leads to a non-vanishing vortex velocity perpendicular to the
superfluid flow. Rather than to accelerate in that direction, the vortex oscillates

with an amplitude

_ mys
" 2mhgn.”

(4.64)

Aosc

Averaging over the oscillating term in eq. (4.63) still yields a vortex that follows
the superfluid flow, regardless of the initial conditions. Hence, a mass-term in
itself does not change in the fundamental dynamics of a vortex, but only adds
an additional texture to its trajectory. Indeed, for a classical vortex in a weakly
interacting superfluid, the oscillation amplitude is much smaller than the core-

radius, £ > dose = VUs/we & ¢ /w,, and is thus obscured.

4.4.2 Vortex Motion on a Lattice

The introduction of a lattice explicitly breaks the Galilei-invariance and thus the
balance between Magnus- and Berry-force. In order to derive the lattice-version
of the continuum-relation o = n, we start from our vortex lattice model (4.56).
For a single vortex the interaction term drops out, and we are left with a generic

Hamiltonian of a gauged particle on a lattice,

Hyu = —w, Z (’U;’UJ(iiqu‘]nIJ + UTTUIG_lQWqInIJ) . (4.65)
(I,J)
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Here, the gauge-field 277 due to the superfluid filling ng = ZD 11 accounts for
the non-vanishing commutation relation between the translational operators 7,

namely
ToTy = Ty Tae'>™"s. (4.66)

Formally, the addition of the phase factor is a transition from a linear represen-
tation of the translation group to a projective representation that is linear up to
scalar factor. The Berry-phase of a vortex-state |¢)r) moving around a lattice site

with superfluid filling n, takes the form
OBerry = 2ma = arg(Y1|T_yT—:TyTz|vr) = 2mns mod 2. (4.67)

Yet, due to the 27 ambiguity of this expression the Berry phase is not uniquely
defined and allows for a whole set of solutions « = ns+Z. A better understanding
of the physics behind this ambiguity can be obtained by considering the change
in momentum. Transporting a vortex along the y-direction yields a momentum-
change AP, = 2mnsAy. Since the motion takes place on a lattice, the momentum
is only defined up to a reciprocal lattice vector. The simple 27 ambiguity has
but severe consequences for the Hall-conductivity of the charged superfluid and,
accordingly, for the Hall-conductivity of the vortices. Namely, the addition of
the reciprocal lattice vector 27Z in principle allows for a change of sign in the
Hall-conductivity for monotonously increasing superfluid filling n,. As it turns
out, this is indeed what happens. In a series of papers N. Lindner, A. Auerbach,
D. Arovas and S. Huber [100,101,114,119] provided a comprehensive picture of the
Hall-conductivity in lattice systems and found a topological transition from the al-
ternating Hall-conductivity close to the Mott-insulator to the uniformly increasing
classical expression in the Galilei-invariant Gross-Pitaevskii limit (see ref. [114] for
further details).

Semiclassical Equations of Motion

As long as the Berry-phase ¢ge.y, remains small, the vortex only experiences a
Lorentz-force leading to a cyclotron motion in the (lowest) energy-band. However,
for large Berry-phase contributions @ mod 1 > 0 the effective magnetic field
changes the Bloch-band itself. Indeed, for n. = p/q € Q we are left with ¢ magnetic

subbands, the so-called magnetic Bloch-bands. This yields a fractional structure
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4.4 Vortex Dynamics

for the energy bands, which, due to its distinguished form, is called the Hofstadter
butterfly [120]. The charged particle then only feels the excess magnetic field
on = ns — Q, whereas n, is included in the dispersion relation. In turn, the
charged particle performs a cyclotron motion in the magnetic Bloch-band. Xiao et
al. [121] derived semi-classical equations of motion for this particular system. In a

two-dimensional lattice with orthogonal magnetic field the semiclassical equations

are
hk =F —x Adn.2, hx= 8§kM — 1k A 2Q(k). (4.68)
Here, Enr = E,/q(k) — m(k)dn, is the magnetic Bloch band E,/,(k) with an

additional Zeeman splitting m(k)dn, due to the rotation of the wave-packet [121],
whereas dn, = n, — Q is the excess magnetic field. Moreover, (k) is the Berry-

curvature
Q(k) = i(Viu(k)| A [Viu(k)), (4.69)

that acts as the momentum-space equivalent of a magnetic field. In a two-dimen-
sional setup with orthogonal magnetic field, one can show that the Berry-curvature
is perpendicular to the plane. Since the Berry-curvature explicitly depends on the
vortex wave-function, we are not able to derive the equations of motion for general

superfluid filling factors explicitly.

The Most Simple Interference Experiment

To circumvent the problem of calculating the Berry-curvature, we exploit the fact
that the underlying vortex Hamiltonian (4.65) is periodic in the effective magnetic
flux, that is the superfluid filling n,. Accordingly, for integer superfluid filling
n, € N we find that (4.65) is invariant under time-reversal. The same has to be

true for the corresponding equations of motion, which for n, € N take the form

"k =F, hx= aaEl?{ ~FAQ(K). (4.70)

Time-reversal of eq. (4.70) then gives rise to the condition Q(—k) = —Q(k). Yet the

spatial inversion symmetry of the underlying square lattice requires Q(—k) = Q(k).

To fulfill both these conditions, the Berry-curvature has to vanish identically

throughout the Brillouin-zone. Therefore, the effective equations of motion at
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4 Quantum-Motion of a Topological Defect

integer superfluid filling take the simple form

_ 9B(k)

k=F x = ) 4.71
h , hx K (4.71)

where the magnetic Bloch-band reduces to the cosine-band suggested by the nearest-
neighbor hopping in the Hamiltonian (4.65). The remaining quantum-property of
these equations is the non-trivial dispersion relation Eo(k) = —2w,[cos kz+cos ky].
Given the trivial solution of the first of the egs. (4.71) under a constant force,

namely 7ik = Ft + ko, the second equation reduces to

. _ OEo(k)

onk (4.72)

_ 2w [fsin@ + ¢ sin y}
~Th I

nk=Ft+kg

Here, the periodic structure of the energy-band gives rise to Bloch-oscillations of
the vortex velocity and in turn to the vortex position. The important point is
that these oscillations are due to interference between the different eigenfunctions
the wave-packet is composed of and hence are a hallmark for quantum properties
of the vortex. In contrast to the oscillations of a classical massive vortex, the
Bloch-oscillation amplitude is now parallel to the external force F'. Moreover, the
Hall-motion perpendicular to the external force vanishes completely due to the

lack of an effective magnetic field.

The easiest way to apply a constant force on a vortex is to generate a constant
superfluid current which, according to eq. (4.59), gives rise to a Magnus-force. A
classical vortex would then just follow the superfluid flow, whereas the massive

quantum vortex oscillates perpendicular to the superfluid current (see Fig. 4.4).

Vs

Figure 4.4: Trajectory of a quantum vortex on a lattice. For integer superfluid
filling n € N, which is equivalent to a vanishing effective magnetic
field, the vortex experiences no Berry-force. However, the periodic
dispersion-relation due to its induced mass leads to Bloch-oscillations
of the vortex perpendicular to the superfluid flow v,. Yet the vortex
basically stays localized since (v,) = 0.
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4.5 Conclusion

The oscillation-amplitude and -frequency can be obtained directly from the equa-

tion of motion (4.72), and, by use of w, = hz/mv, take the respective form

> —Uhlogé
= = 4.73
aso my2mhgnv,  wm.2rqnu,’ ( )
F
weo = 7 = 2wqnus. (4.74)

Last, we want to give a rough estimate for the expected amplitude of such Bloch-
oscillations. According to eq. (4.6), the factor of U/wn in apo takes values in
[1/7‘127 3]. That leaves us with i/mgvs, which we expect to be much smaller than
the recoil momentum pr = 27h. For mev, = ps = 0.01pr, U/wn = 0.1 and all
other factors on the order of one, we find that the oscillation-amplitude is roughly

on the order of ago &~ 10 and can easily be observed.

4.4.3 Experimental Realization

Our results can be directly verified in a system of cold atoms. The creation of
superfluid vortices is achieved by the use of an optically synthesized magnetic field
for ultra-cold neutral atoms [122], that in turn acts a chemical potential for the
vortices. Alternatively, there is the possibility to directly transfer orbital angular
momentum from a holographically generated light beam using a two-photon stimu-
lated Raman process [123]. The fundamental difference in the vortex trajectory as
described in the previous section can then be measured via interference with a sec-
ond condensate, as is described in ref. [124]. Although an in situ technique [125]
would be desirable, it suffers from a major advantage in this particular regime:
Since the vortex core is much smaller than the lattice spacing in the strongly in-
teracting regime, one has to ramp the parameters to the weakly interacting regime

in order to make the vortex visible.

4.5 Conclusion

In this chapter, we have considered vortex-excitations in a cold atomic gas confined
to an optical lattice. By use of a coherent-state path-integral approach we were
able to map the superfluid degrees of freedom onto the vortex degrees of freedom,
and thus derive an effective action for the vortices. The basis of this derivation has
been the assumption that the lattice-spacing is the dominating length-scale, and

that the system is in the strongly-interacting regime. Therefore, the vortex-core
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4 Quantum-Motion of a Topological Defect

that is much smaller than the lattice-spacing and, as a result, the vortex is confined
to a single lattice-plaquette. By neglecting fluctuations around the semiclassical
path, we have derived an analytic expression for the instanton-action of a single
vortex hopping from one plaquette to another. We have found that the imaginary
part of the instanton-action is due to the interaction between the velocity-field
of the vortex and the superfluid density, and yields the lattice-equivalent of the
Magnus-force. Conversely, the real contribution stems from the vortex interacting
with its own phonon-field. By integration over the latter we have obtained an ex-
plicit expression for the vortex hopping rate, and, accordingly, for the vortex mass.
In turn, we have derived an effective tight-binding model for the vortex degrees of
freedom with nearest-neighbor hopping as well as logarithmic interaction, as was
found earlier in the context of vortex lattice melting. Last, we have provided a semi-
classical equation of motion for the massive quantum vortices, and have compared
those to the hydrodynamic equation of motion of a classical vortex. Rather than
to follow a superfluid flow, quantum lattice vortices can exhibit Bloch-oscillations

perpendicular to it, and thus provide clear evidence for quantum-interference.

4.A Continuum Limit of the Vortex Action

In this section we derive the continuum version of the action (4.14) and establish
its connection to the electrodynamic field theory in analogy to ref. [116]. Our

starting point is the action

B 2
. U
Sigen = /dT 5 Z ZUJJI + Z (017 — Oerthyr)?
0 I o (I,J)
—27Ti20165 (qI—B) —ZWihZ (’(/)J]-’i]J])jJ]. (475)
I (I, J)

The first term in eq. (4.75), namely the magnetic term ZD Y1, reduces to
D war = —(@Wrrsarey — Yrres) + (G rpee — Vo)
o
~ Oph? — 9,0" = V A h(x). (4.76)
Note that this is indeed in analogy to the magnetic field in common electrodynam-

ics, and thus justifies our notation. Likewise, the second, electric term 015 —0cq, -1
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4.A Continuum Limit of the Vortex Action

in eq. (4.75) takes the form
017 — Ocyrhgr = VO(X) — Ocyr(x). (4.77)

The full action (4.75) in the continuum-limit then reads

n3

Sidbn = /drd% % {(v A(x))? + (VO(x) — e, r1h(x))*
— 2mihf(x) (c(x) — B(x)) — 2miki(1h(x) — 1)j(x). (4.78)

Here, the term in the square brackets is the well-known Lagrangian of a free elec-
tromagnetic field, that is Len = 1/4 (62 + csz). The disturbing plus-sign arises
due to the imaginary time, and can easily be seen in Weyl-gauge, where the electric
field is but a time-derivative of the vector-potential. As in the lattice-calculation
above, we can introduce the covariant notation by using the (241)-vector x. In

this notion, the continuum vortex action takes the compact form

na
it = [ arda Sx0ax(0 - 20 i), (479

0

where the coupling-matrix A is given by

—02-07  040cir By Oeyr
A= 020c,r  —0i, — 02 020y . (4.80)
0y0cr 00y —OR, - 02

This very expression was already found by Arovas and Freire [116]. They started
from the standard Ginzburg-Landau Lagrangian density in the presence of an
external gauge field, and derived eq. (4.79) via a Hubbard-Stratonovich transfor-
mation. In order to derive an effective theory for the vortices we integrate over the

phonon degrees of freedom, and are left with the effective vortex action

cont (2mh)®

rQPM — 2T

/deQx dr'd’z’ j(x, ) A (x —x', 7 — 7)j(x', 7))

+ 27rz'h/d7’d2m n(x)j(x, 7). (4.81)
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4 Quantum-Motion of a Topological Defect

As is expected from the analogy to electrodynamics, or, more specifically, U(1)
gauge theory, the coupling-matrix A is singular, and has to be regularized in order
to obtain the explicit expression for the vortex Green’s-function. By choosing
the Lorentz-gauge, namely dx = 0, the non-zero part of A takes the simple form
A = —idH?, which, in turn, can be easily inverted. We are thus left with the trivial

propagator for the phonon field,

Aok o

—id —————. 4.82
- e T (4.82)

In the static limit, the Green’s-function A~! gives rise to a logarithmic interaction
between the vortices in agreement with the classical hydrodynamic theory. Taking
retardation effects into account one finds a frequency-dependent mass term which
diverges in both the UV and IR limit (see subsection 4.3.5 and ref. [116]).

4.B Lattice Green’s-Function

It is convenient to calculate the Green’s-function on the lattice in Fourier-space,

in which the phonon-fields 6; and v ;; take the respective form

0 = / dw ™" Z 10, (4.83)
k

and
. X gtx
Vo1 = / dw ey ™yl (4.84)
k

For the sake of convenience, we split the free action for the phonons into the electric
term (07 — &yr)* and the magnetic term (3" %1)*. The Fourier-transform of

the electric term then reads

/ dr Y (6r) — 01)°

(I,J)
_ Z Z Z/dw |:9k7w9k/’_w (6ikx1 _ eika) (eik/xl B eiklx,])
I

L kK

s

2
W T ikxg ikxy\ k! ZLIXL WS gr g (k) LD
+ ok,wlciwk/,fw (6 —€ )6 2 + *21/’k,w1/’k/,7w6 2 ’
s
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4.B Lattice Green’s-Function

where the summation ZL denotes the two links in the positive direction situated at
the dual lattice site I. For the sake of brevity we henceforth only consider a link in
the #-direction, so that I = J+Z. A link in the g-direction yields an analog result,
however with & and ¢ interchanged. Moreover, we will split the above summation
into its three components, in the vain hope to achieve something resembling a clear

calculation.

(i) First term:

Z Z Hk’wgk/ w (eik(x1+§?) _ 6ikx‘]) (eik/(xJ+@) _ eikli)

J k,k’

= Zlek“" 4 sin? —x,

with the short-hand notation |0y .|? = kWl K, —w.

(ii) Second term:

W gT ik N ik _k/xJ+xJ+i'
2 : 2 ok,wlf'l/]k’ Y (61 (xs+2) _ et x,/) oK =
e

J kK
Z kz
= - ak wd) k, —w ?7

and, of course, the conjugate counterpart.
(iii) Third term:

P 2
JI (kK RLIEE W T2
wkw k/ 7Lu - 72‘wk,w .
&

Jkk/S

The overall result may then be written in the compact form

/dT > (Ors = ar)®

(I,J)

| aw 0_x,—w 4sin® 77 =22 sin 2 O,
- w]] 727 sin k= 2 JI )
k —k,—w 2

L
c2 k,w

together with the equivalent expression in which z and y are interchanged.
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4 Quantum-Motion of a Topological Defect

In Fourier-space, the lattice version of the curl reads

Z Yor = Yrr4e + Y1 r+atg — Vivoi+a+g — Y4y
g n ki:| eikxI
5 )

o
kotk . k
:Ze 3 ygi[—y;fj,wsin?y—kwk’w
k

Omitting the factor of (24)? = —4, the magnetic term reduces to
k X
?y + 1y, sin ?}

ko thy kg +k’
k+k’
2 E z( + )xI i ’L |: wk,w sin
/ ’
0 k
si z}

I kK

L .
R kg k
=3 (bt wsin® 2 = gty sin i sin 22
Kk
ko o By o ke
_wkww k,—w SiD — 5 Slnf—i—z/)kw’(/)y st? .
Thus, we are left with the identity
2
[ (v
I o
fw%k,fw SiIl2 % — sin % sin % wla;w
—sinfrsinfy sin® Ay Vi

i fay (]
k —k,—
Cast in terms of the (2+1)-vector notation xix,w = (Oi,w, ¥y o, ¥y ), We find the

Fourier-transform of the interaction-matrix for the phonon field as
(4.85)

iwT d2k
AIJ—/dwe /W

ik(xp *XJ)Ak
W

with
k,
4sin? k” + 4sin? —Zy —25 sin kl —Qi sin -
_9ow ko 2 ky _ ke ky
QCS sin % +451n 451n & sin - . (4.86)
ks k kz
4sm 3 sin - 2 +451 5

Ak,w -
—2Z sin %y
However, the interaction-matrix (4.86) is singular and, therefore, needs to be reg-
ularized in order to derive a well-defined inverse. This may be achieved by adding
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4.B Lattice Green’s-Function

a convenient zero in the form of 0 = Qu o Xk, With

w/es w/es
Qo= 2sinfe || 2sinfe |. (4.87)
2sin % 2sin %

The Euler-Lagrange equations of the action (4.14) imply that Qk . Xk, = 0 is in-
deed fulfilled. In the language of electromagnetism, this is just the discrete Lorentz-
gauge condition. In turn, the regularized interaction-matrix Affi =Axow + Q0

is purely diagonal, and takes the form already presented in eq. (4.19).
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CHAPTER 5
Fractional Excitations in Cold Atomic

Gases

5.1 Motivation

Excitations carrying fractional quantum numbers are one of the most intriguing
features of strongly interacting many-body systems. Arguably the most celebrated
of those is the charge e/3 Laughlin quasiparticle responsible for the fractional
quantum hall effect, where a single electronic charge attaches to three magnetic
flux-quanta [126]. Much effort is devoted into finding novel phases with even
more exotic excitations such as non-abelian anyons and fractional statistics in
three-dimensional systems. Yet, those excitations are notoriously hard to study
in solid-state systems, as their very nature is based on interactions rather than
single-particle properties. In the quest for the experimental realization of such
strongly-correlated phases, cold atomic gases with their clean and controllable
environment are a promising candidate and testing-ground [16].

A variety of theoretical proposals in cold atomic gases focus on the realization
of strongly-correlated phases with fractional excitations. Among the most promi-
nent examples are systems which support spin-liquid phases [127], as well as Ki-
taev’s famous toric-code with abelian anyonic excitations [128-131], and systems
in large effective magnetic fields [103,105] which exhibit fractional quantum hall
states [104,132-137]. These proposals are based on standard experimental tools
presently available in the context of quantum-simulation, and are reviewed in the
comprehensive work of Bloch, Dalibard and Nascimbéne [138]. The latest develop-

ment of experiments [27,139] with single-site readout and addressability in optical
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5 Fractional Excitations in Cold Atomic Gases

lattices has opened the path for the observation of a novel quantum phase transi-
tion in tilted optical lattices [2,140-142], and marks a first step in this direction
of simulating fractional excitations within cold atomic gases.

A tilted optical lattice exhibits a transition from a phase with one atom on each
lattice-site into a density-wave phase with broken translational symmetry, in which
fundamental excitations are domain-walls carrying an effective fractional charge.
Yet, the simplest experimentally accessible excitation is achieved by moving a single
atom from a doubly-occupied site to its neighboring site and corresponds to the
creation of two closely bound domain-walls. This is in direct analogy to the one-
dimensional Ising-model in the antiferromagnetic phase; there, the fundamental
excitations take the form of two adjacent spins pointing upwards. The important
question is then, whether these experimentally accessible excitations will decay
into the fundamental domain-wall excitations and how to detect these fractional
excitations. In this chapter, we answer this question thoroughly, and provide
both a theory for the dynamics of fractional excitations as well as a scheme for
their experimental observation. In addition, we confirm our theoretical analysis by
t-DMRG simulations, which were created in collaboration with Jad Halimeh, Ian
McCulloch and Ulrich Schollwéck in Munich.

5.2 Tilted Bose-Hubbard Model

We start with the one-dimensional tilted Bose-Hubbard model studied both theo-
retically [140,142] and experimentally [2,15]. With the on-site interaction U, the
hopping-rate w, and the lattice-tilt E per site, the microscopic Hamiltonian takes

the form

Hrpy = —w Z (a;aj.,_l + aja;r-H) + % Z nj(n; —1) — EZjnj. (5.1)
j J J

J

Here, a;r. (aj) is the bosonic creation (annihilation) operator for a particle on site
j,ny = a;aj the number operator.

In the following, we focus on the regime with an average density of one atom per
lattice-site and a large on-site interaction U compared to the hopping-rate w. We
further assume a positive tilt £ > 0, that is the lattice is tilted to the right. The
relevant energies are then the energy difference A = E — U and the hopping-rate

w. For large negative A, the Mott-insulator state is stable. However, increasing
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Figure 5.1: Phase diagram for the tilted Bose-Hubbard model in the regime
A,w < U, E > 0 and an averaged density of one particle per lattice-
site: Mott-insulator (MI) ground-state for A/w < 7. &~ 1.85 [140], and
the density-wave phase (DWP) for A/w > ~..

A = w allows for particles to tunnel to their right neighboring site as long as the
particle on that respective site has not tunneled itself. An adiabatic increase of the
lattice-tilt E from zero to E' > U then yields a transition from the Mott-insulating
phase to a density-wave phase with broken translational symmetry in which two
atoms occupy each second lattice-site. Note that this is not the ground-state but
rather a metastable state, in which energy conservation prevents relaxation.

These constraints are most conveniently incorporated by a mapping of the Bose-
Hubbard model to a spin-model: The spin-degree of freedom resides between two
lattice-sites 7 and 7 + 1. If an atom has tunneled from site i to site ¢ 4+ 1, the
respective spin points down. In turn, if the atom is still on its original site ¢,
the spin points up. Then, the Bose-Hubbard model maps to the one-dimensional

Ising-model
i i i 1 i 1
Higne = —2V20 Y 80+ A3 81473 (SZ - 5) (3;1 - 5) L 62

where S% (S%) is the spin operator along the z (x) axis. Moreover, the last term
accounts for the conditional tunneling constraint and formaly requires to take the
limit J — oo. In the Ising-picture, the Mott-insulating state corresponds to a
paramagnetic phase with all spin-up, whereas the ordered broken-symmetry phase

corresponds to a Ising antiferromagnetic ground-state.

5.3 Effective Model for Fractional Excitations

The fundamental excitations in the density-wave phase with E,U > A > w take

the form of domain-walls separating the two degenerate density-wave realizations,
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and are marked by a singly occupied site. However, the experimentally accessible
low-energy excitations are achieved by moving a particle from a doubly occupied
lattice-site to its neighboring site on the left (see Fig. 5.4). The energy cost of such
a single-particle excitation is the energy due to the lattice-tilt £ minus the on-site
interaction U, that is A, and is exactly double the energy of a single domain-wall.
In that sense, domain-walls are excitations carrying a fraction, namely half, the
energy of a single-particle excitation. A single-particle excitation can thus be con-
sidered as two domain-walls sitting on adjacent lattice sites. The fractional char-
acter shows directly in the analog Ising picture: There, a single-particle excitation
in the density-wave phase corresponds to a single spin-flip in the antiferromagnetic
configuration, thus creating three adjacent spins pointing upwards. Conversely, a
domain-wall is a configuration where only two adjacent spins point upwards, and

separates the two degenerate antiferromagnetic phases.

5.3.1 Second-Order Processes

Quantum-fluctuations allow a domain-wall to hop from one lattice site to the
other. Due to the broken translational symmetry of the density-wave phase, an
individual hopping process takes place from site i to site 4 - 2. Therefore, domain-
walls are restricted to even or odd lattice-sites each, depending on the local order.
In principle, such hopping allows for the decay of a single-particle excitation into
two spatially separated domain-walls, and hence creates a phase of opposing order
between the latter. In second-order perturbation in w/A, only a single process
contributes to the domain-wall hopping (see Fig. 5.3): For a domain-wall hopping
to the right, a particle from the doubly occupied site to the right of the single
particle associated with the domain-wall first moves to the left. Then, the initial
single particle moves one site to the right, and thus creates a double occupancy
on the previously empty site. The single occupancy is now directly to the right of
this particular site. The energy difference between the intermediate state and the
initial one in this process is A. In contrast, reversing the order of this process would
yield an intermediate state with energy difference —F. Since we assumed F < A,
the latter is strongly suppressed. The resulting expression for the second-order

hopping rate then takes the form

z = 2w?/A. (5.3)
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Figure 5.2: Leading order fluctuation processes contributing to the nearest-
neighbor interaction: (a) Fluctuations of the single-particle excitation:
A particle from the second site can hop to the third and back again
(i). Likewise, a particle from the fifth site can hop to the fourth (ii).
Those two intermediate states have an opposing energy difference with
respect to the initial configuration, and thus the energy contribution
vanishes. However, in an initial state of two fractional excitations (b)
a particle can hop from the fourth to the third site (i). In turn, the
energy of this configuration is lowered by 2w?/A, where the factor of
2 is due to Bosonic enhancement. Processes on the order of 1/E and
1/U are not shown in this diagram.

An explicit calculation for this particular expression is found in appendix 5.A. On
the other hand, adding quantum-fluctuations lifts the classical (w = 0) degen-
eracy between the single-particle excitation and two spatially separated domain-
walls. By applying the same second-order perturbation-theory as above we find

the energy-shift
V =2w’/A, (5.4)

which represents a repulsive short-range interaction between the domain-walls.
Note that this interaction energy V takes the same value as the hopping rate z.
In consequence, the effective theory derived below will feature but a single energy
scale. The question is weather this interaction gives rise to a stable bound state

of domain-walls.
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Figure 5.3: Intermediate states for a fractional excitation hopping from the second
to the fourth site: In second-order, one of the two particle from the
fourth can first hop to the third site, and then the particle from the
second can hop to the third site (i). The reversed order process how-
ever, in which the particle from the second site hops to the third site
first (ii) is strongly suppressed due to the large energy difference E of
the intermediate state.

5.3.2 Hard-Core Boson Model

The conditional tunneling restriction of fractional excitations in the microscopic
lattice can be uniquely fulfilled by introducing a new lattice: Each singly occupied
site and the combination of a doubly occupied site next to an empty site count as
a new lattice-site (see Fig. 5.4). In consequence, the number of effective lattice-
sites between two excitations is half the number of microscopic lattice-sites. The
dynamics of fractional excitations is then governed by the hard-core boson model

with nearest-neighbor hopping 2z and interaction V,

Hycg = —2 Z (b}b]‘+1 + bjb;r-+1) =+ VannjH, (55)

T J

where b} (b;) is the creation (annihilation) operator for a fractional excitation on
site j, and n; = bj b; € [0,1] the number operator. Similar Hamiltonians have been
studied previously in the context of repulsively-bound states [143,144]. There, a
bound-state of fractional excitations means that the experimental accessible single-
particle excitation cannot decay into its two fractional constituents due to energy
conservation. Likewise, the absence of a bound state corresponds to a situation in
which the single-particle excitation decays into delocalized fractional excitations,
and thus can be observed individually in an experiment. Up to second-order per-
turbation, the hard-core Boson model has the single energy scale z = V, which

yields an universal bound-state structure for the fractional excitations.
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Figure 5.4: Mapping from the tilted Bose Hubbard model (TBH) onto the effective
hard-core boson model (HCB): Two neighboring lattice-sites occupied
by a 0, 2-configuration map onto a single unoccupied site, whereas a
singly occupied site maps onto an occupied site. A second-order tran-
sition with z = 2w?/A allows for an effective hopping of the fractional
excitations.

5.3.3 Eigenstates of the Hard-Core Boson Hamiltonian

In order to derive the two-particle eigenfunctions of the effective Hamiltonian (5.5),
we write the wave-function for two fractional excitations in the effective model as
¥(i,7), where i and j denote the positions of the fractional excitations in the
effective lattice. The discrete translational invariance of the system provides con-
servation of the center-of-mass quasi-momentum @, which allows for an expansion
into eigenfunctions of Hucp for a fixed center-of-mass quasi-momentum. There-
fore, the two-particle wave-function can be factorized as (X, z) = e~ 9X ()
with the center-of-mass X = (i + j)/2 and relative coordinates, x =i — j (see ap-
pendix 5.C.1). In particular, we choose the normalization such that z is restricted
to non-negative values.

We find two different regimes for the two-particle states: In the first regime
with |Q] < Q. = 2m/3, the two-particle eigenfunctions are given by scattering
states 14 alone with energy F, = —zg cosq, where ¢ is the relative momentum
and zg = 2zcos Q/2 denotes the hopping-rate in the center-of-mass frame. Its
wave-function reduces to plane waves, 1q(z) = (1 — dz,0) cos(q|z| + ¢q,q), With a

scattering-phase shift

cosq + 2cos @R/2

= arctan
¢Q,q sing

The Kronecker-delta factor 1 — §,,0 then accounts for the hard-core constraint and

enforces g = 0 at x = 0. In the second regime for |Q| > Q., an additional
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5 Fractional Excitations in Cold Atomic Gases

bound state ¥p emerges. The repulsive interaction yields a bound-state energy
Fy = 2(1 — 4cos®> Q/2) lying above the scattering continuum (see Fig. 5.5). Tts
two-particle wave-function shows an exponential decay with relative distance =,

and can be written as

_ dcos? 3 o]
Ye(z) = (1 —dz0) |:14<34052Q;22/2:| (—2 cos %) . (5.6)

Note that the alternating amplitude of the wave-function is a typical feature of a

repulsively-bound state. The general wave-function of two fractional excitations

4 E/z
L >
0
4
Q
T —Q. 0 Q.

Figure 5.5: Center-of-mass energy diagram for the scattering states and the bound
state of the effective hard-core boson model. The scattering continuum
is indicated by the fish-eye (yellow). Above a critical momentum Q. =
27/3, a stable repulsively bound state emerges (blue line).

with fixed center-of-mass momentum @ can therefore be decomposed as
i i d i
P(X,x) = e 9N | CpippeFB/M 4 / i Cythge™ Fat/"| | (5.7)

with Cg and Cj; denoting the overlap of the initial wave-function with the bound

and scattering eigenfunctions of Hucs.

5.4 Time-Evolution of a Single-Particle Excitation

In the following we use an initial state of delocalized excitations with a finite
center-of-mass momentum @ in order to maximize the correlation-function C(t).
This behavior may seem counterintuitive at first, as one would expect a localized
excitation to yield stronger correlations. Yet, localization in configuration space

gives rise to a flat momentum distribution and thus a superposition of eigenstates
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5.4 Time-Evolution of a Single-Particle Excitation

with different center-of-mass momenta ). Even so, the finite-Q) initial state can

still be composed of localized excitations via superposition, so that

i9j
o) =Y eal_ a;[DWP), (5.8)

je2n

with [DWP) denoting the density-wave phase with two particles on every even
lattice-site. The factor of two in the phase then accounts for the two-site hopping
of fractional excitations in the microscopic model. In the effective model the initial
state (5.8) corresponds to two adjacent occupied sites, so that ¥spr = eiiQX(Sz,l,
Then, the overlap with the bound eigenstates of the effective Hamiltonian takes

the form

Co = 0(1Q| — Q.) /T — 4cos2 Q/2, (5.9)

where 0(x) is the Heaviside step-function. Likewise, the overlap with the scattering

states is
Cy = V2cos(q + 6q.q)- (5.10)

The integral over the relative quasi-momentum ¢ in eq. (5.7) can be carried out
analytically, giving rise to a formal solution in terms of an infinite sum of Bessel-
functions of the first kind: First, since the integrand Cy1), is periodic in ¢, we can

express it in terms of a Fourier-series

Cotbg =Y _ cme™™™, (5.11)
where the Fourier-coefficients ¢, = f dq Cqpq take the form of hypergeometric

functions. Integration over different relative momenta yields

™

d —i iEm
/% Cypge Fat/h — Zcme 2" Im (220t /1), (5.12)

m
-

where Jp, is the m-th Bessel-function of the first kind. Since the Fourier-coefficients
scale like ¢, ~ 1/ml!, this gives access to a powerful approximation scheme. On
the other hand, the time-evolution is solely governed by the Bessel-functions and

in turn allows us to calculate the scaling explicitly. At the critical center-of-mass
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(a) 20 (b) 20

tz/h 10 tz/h 10

Figure 5.6: Time evolution of the relative wave-function 1(z): (a) For Q = 0.3Q. <
Q., the wave-function is strongly localized at around a relative distance
x & tzq. (b) For @ =0.8Q. > Q., the bound state adds an additional
exponentially decaying contribution, with its maximum at z = 1.

momentum, the summation reduces to a closed-form expression, which yields the

wave-function
bers(X, ) =e~ QX gm0l [J\z\(QZt) + iJ\z\—1(22t)] ) (5.13)

The time-evolution of the wave-function for @ = 0.3 Q. and @ = 0.8 Q. is shown
in Fig. 5.6 (a) and (b), respectively. The superposition of scattering states leads to
a ballistic expansion of the fractional excitations with a velocity determined by the
hopping energy zg. In turn, the two-particle wave-function ¥spg is strongly local-
ized around a linearly growing relative distance x & tzq /h, with some additional in-
terference fringes appearing at smaller relative distances x, but propagating at the
same velocity. On the other hand, the finite overlap with the bound state (5.6) for
Q@ > Q. creates an additional stationary peak at x ~ 1 (see Fig. 5.6(b)). With the
scattering states moving away from each other, measurement of the wave-function
amplitude at z = 1 on times ¢t > 1/z¢ allows us to single out the bound-state

contribution. Formally, this can be cast in terms of a correlation-function
C(t) = see(X,z = 1)|* (5.14)

on the effective lattice. In the microscopic lattice, C(t) corresponds to (P;Pit1),
with P; = n;(n; — 2) being the projection operator on singly-occupied sites. The

time-evolution of C(¢) for different center-of-mass quasi-momenta is shown in
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5.4 Time-Evolution of a Single-Particle Excitation

tz/h .

Figure 5.7: Time evolution of the correlation-function C(t) for different center-of-
mass quasi-momenta @Q: Below the critical momentum |Q| < Q., the
correlation-function decays to zero, while for |@Q| > Q., the overlap
with the emerging repulsively bound state leads to a finite probability
for fractional excitations to stay at relative distance x = 1, resulting in
a finite value of the correlation-function for tzq /i > 1.

Fig. 5.7. For Q < Q., the correlation-function decays to zero with a characteristic
behavior ~ (tzg/h)~?, and exhibits characteristic oscillations due to interference
between the different scattering states. Furthermore, the correlation-function C(t)
exhibits an intermediate regime with a characteristic behavior ~ (tzg/A)~'. The
time scale for the crossover between the long-time behavior and this intermedi-
ate regime diverges approaching the critical value Q).. Consequently, the decay at
Q = Q. is given by a critical behavior ~ (tzq/h)™! for the correlation-function,
in agreement with the analytical solution (5.13). The presence of a bound state is

characterized by a saturation of the correlation-function
C(t) = 0(1Q| — Qc)[L — 4cos” Q/2)? (5.15)

for tzq /h > 1, where the bound-state contribution grows steadily towards the edge
of the Brillouin-zone and eventually becomes an eigenstate of the Hamiltonian at
|Q| = m with a constant correlation-function C(t) = 1. The characteristic beating
of the correlation function is due to interference. Its frequency can be calculated

directly by use of the formal analytic solution (5.7) to be

wh = Ep 4+ Esc(q=0) = 2(1 — cos® Q/2 + 2 cos Q/2). (5.16)
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Figure 5.8: t-DMRG results (solid lines) in a finite lattice with L = 30 microscopic
sites (i.e. | = 16 sites in the effective lattice) in comparison to the
analytic results (dashed lines) in an infinite lattice for various center-

of-mass momenta (). Finite size effects start come into play a role at
times ¢ ~ 47/ z.

This gives experimental access to the energy-gap between bound- and scattering-

states, and allows for the measurement of the energy-diagram in Fig. 5.5.

5.5 Deviations from the Ideal Setup and t-DMRG

To confirm our perturbative results and to provide further insight into an experi-
mental realization, we provide time-adaptive density matrix renormalization group
(t-DMRG) simulations [145,146] of a single-particle excitation in the original tilted
Bose-Hubbard model in eq. (5.1). Here, we use a realistically large lattice of L = 30
sites, which translates to [ = 16 sites in the effective lattice. Time-evolution cal-
culations are performed using second- and fourth-order Trotter decompositions. A
comparison between the analytic correlation-function and the t--DMRG result is
shown in Fig. 5.8. On the one hand, --DMRG results show good agreement with
the perturbative model. We find that the timescale of the correlation-function
decay and the saturation values agree well with the analytic results. On the other
hand, we observe deviations due to finite system size and finite values U, E, and
w, which we discuss in the following. First, the simulations are performed in a
finite-size system. This leads to revivals of the correlation-function C(t) due to
scattering of fractional excitations at the system boundaries. In a microscopic

lattice of L = 30 sites, we find deviations due to finite-size at times ¢ ~ 4fi/z. A
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hard-core model neglecting nearest-neighbor interaction that allows for an analytic
solution even in a finite system, agrees well with the --DMRG result and gives an
estimate for revival times. From this, we can derive a lower boundary of L > 26 to
observe a signature for a bound state in the correlation-function. Second, the sim-
ulated correlation-function shows an additional high-frequency oscillation, which
can be explained as follows: Since the initial state is not an energy eigenstate of
the Hamiltonian for a finite ratio w/A, this leads to interference between different
energy contributions, and ultimately in oscillations on the order of the excitation
spectrum, namely A. We find that for a ratio of A/w > 30 the suppression of
these oscillations is strong enough to see a clear correlation-function signal (see
Fig. 5.8). Finally, the validity of the correlation-function is based on the stability
of the density-wave phase. However, second-order processes in w/U and w/E allow
the system to reach states with more than two particles on a single lattice-site (see
ref. [140]). Our simulations show the probability for having three particles on a
single lattice-site at times ¢ = 4%/ of the order 107°.

5.6 Experimental Setup

In order to observe excitation decay as described above, one needs access to the
correlation-function C(t) via single-site resolution as demonstrated in the groups
of Markus Greiner and Immanuel Bloch. The density-wave phase is prepared by an
adiabatic tilt of the Mott-insulator phase, see ref. [2]. Single-site addressing [138]
then allows for the creation of the initial single-particle excitation state |ig). Al-
though current experiments can only resolve an even or odd number of atoms per
lattice-site, this is no limitation in our case: Fractional excitations can still be ob-
served as single atoms, whereas the density-wave phase with zero or two atoms per
lattice-site show as zero atoms. Since the typical lifetime of an atom in an optical
lattice is on the order of seconds, an effective hopping-rate z ~ 1 Hz should be suf-
ficient for observation of the correlation-function saturation C(t) — const. If we
assume a microscopic hopping-rate of w = 15 Hz, suppression of high-frequency os-
cillations requires a minimal single-particle excitation energy A 2 450 Hz. Finally,
an on-site interaction U = 3.6 kHz results in a strong suppression of effects on the
order of 1/U as well as a stable broken-symmetry phase for the duration of the
experiment. To limit the effect of the finite system size, we require a lattice-size

of L > 26 sites. Although the realization of such a large density—wave phase might
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5 Fractional Excitations in Cold Atomic Gases

be the hardest part to accomplish, a sufficiently large initial Mott-insulting state

should be experimentally accessible via algorithmic cooling [147].

5.7 Conclusion

In chapter 5, we have studied the behavior of excitations in the tilted one-dimen-
sional Bose-Hubbard model as recently realised in the group of Markus Greiner [2].
In the density-wave phase with two particles occupying every other lattice site, the
experimentally accessible excitations are achieved by moving a single particle from
a doubly-occupied site against the tilt by one site. Such a single-particle excitation
carries an energy A, which is given by the difference between the tilt per lattice
site ' and the on-site interaction U. On the other hand, fundamental excita-
tions in this system are domain-walls that correspond to singly occupied sites and
separate the two possible realizations of the density-wave phase. These domain-
walls each carry an energy of A/2, and thus are fractional excitations. In this
chapter, we thoroughly answered the question whether single-particle excitations
decay into fractional excitations, or remain stable. To these means we employed
a perturbative treatment which allowed us to derive an effective hard-core Bo-
son model describing the time-evolution of the domain-walls. The dynamics of a
single-particle excitation can then be calculated by an expansion into eigenfunc-
tions of the effective Hamiltonian. The latter featured a single repulsively bound
state above a critical center-of-mass momentum Q. = 2w /3, whose overlap with an
initial single-particle excitation increased towards the edge of the Brillouin zone.
Conversely, for center-of-mass momenta smaller than Q., a single-particle exci-
tation can be fully described by the scattering states. We derived an analytic
expression for the time evolution of such a single-particle excitation, and provided
an in-depth analysis of the correlation-function C'(t) describing the probability for
finding two domain-walls on adjacent lattice sites. We found that below the crit-
ical center-of-mass momentum, a single-particle excitation completely decays into
a ballistically expanding state of two domain-walls. Above the critical center-of-
mass momentum, we found a finite probability for the domain-walls to stay in
a bound state, which showed as a finite value in the long-time behavior of the
correlation-function C(¢). The validity of our approach was confirmed by the use
of --DMRG simulations created in collaboration with Jad Halimeh, ITan McCulloch

and Ulrich Schollwéck, and gave insight into the limits of our perturbative analysis
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as well as the finite-size effects. Moreover, we discussed the implementation of our
setup in state-of-the-art experiments, and gave parameters important for an actual

measurement of fractional-excitation dynamics in cold atomic gas.

5.A Perturbation Theory

We start with a Hamiltonian H, which we decompose into its diagonal and off-

diagonal components, that is
H ~ Hp + Ho. (5.17)

For dominating diagonal elements Hp, we can approximate the above Hamiltonian

via,

Ho|I){I|Ho
H~ HD+ZHD7 THoT (5.18)

where I denotes intermediate states. In the case of the tilted Bose-Hubbard model

(5.1), the decomposition into diagonal and off-diagonal parts takes the form

%Zm(ﬂj —1)-EY jns;,
i J

Ho = _wz (a}aj+1 + aﬂ“j‘-ﬂ) :

J

Hp
(5.19)

The intermediate states |I) contributing to the expectation value (H) for a single-
particle excitation and two spatially separated fractional excitations are depicted
in Fig. 5.9. Consequently, with U, E > A, the leading order contributions are of
the form 1/A. Thus, the energy difference V between a single-particle excitation

and two fractional excitations take the form

2 2
V - ESPE - E2FE - % (520)

Likewise, the matrix element connecting a fractional excitation on site i to one on
site ¢ & 1 takes the form

2
2= 2%, (5.21)

with intermediate states |I) shown in Fig. 5.9.
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(a) single-particle (b) fractional
excitation excitation
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Figure 5.9: Second-order fluctuation processes contributing to the nearest-neighbor
interaction: (a) Fluctuations of the single-particle excitation with inter-
mediate energy. (b) Fluctuations of two domain-walls with intermedi-
ate energy. Since U > A, only the processes (iv) and (vi) for the single-
particle excitation and (iv) for the two domain-walls do contribute.

5.B Scaling-Limit

In the scaling-limit zgt/fi > 1, the Bessel-function of the first kind takes the

approximate form

i 2 T m
m(2 ~e'2™ | ——r 2 - — - = . 5.22
Im (220t /h) ~ e v/ T2aoth cos ( 2qt/h 1 2m) (5.22)

Hence, we can write the equation (5.12) in the form

Zcmei%m.]m@zcgt/h)

- 2 . 2ZQt E) i (QZQt E)
NMWZZQt/h lsm( 7 +4 Zcm+zcos —h —|—4 Zcm .

m even m odd
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The summation over even and odd Fourier-coefficients ¢,, can then be expressed
as a superposition between the wave-functions at relative momentum ¢ = 0 and

q = m, respectively,

S o= 3 [0 4 o] = oG U

2
Z Cm = Z %m [eiioz — efiﬂ'z] = M
modd m

However, both ¥oCy and 1.C» vanish identically except at the critical center-of-

mass momentum ()., where they take the form

e = 6727 (8l + 16pm)am1) - (5.23)

For a leading-order expansion we use the next order in the Bessel-function series,
that is

1—4m? 1
4 2ny’3

Im (220t /1) ~ sin (—zth/h +me f) . (5.24)

2 4

The term proportional to 1 will vanish identically according to the above calcula-
tion. We are thus left with the term proportional to m?, so that the above equation

reduces to

Zcmei%me(ZZQt/h)

1 2zt ™ 9 .. (220t T 2
27 (22t /1) [COS( 7 +Z) > m C"”Lzsm( noT Z) > men

m even m odd

By use of the relation —97 f(q) = Do m?f(m), the summations take the closed

form

alli 1" 2 2
2 _ 2Cm —i0n —imn| __ OCO +w7rc7r _ 2 # +zQ
Z mcmfzm 2 [e te }7_ 2 7_4ZQ(22—Z(2?)27
m even m
2 _ 2Cm [ —i0n —imn] w(l)lo(l)/ —QP;TIO;: ) 22qq
2 mhen =3 i [T — ] = T S
m odd m
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where the prime denotes derivatives with respect to q. The resulting long-time
behavior for @ # Q. is thus given by

2 Zé} T i220t 222 T 220t
=— 1 @ —< ¢ % AN 5.25
V=7 \ Rty Lz EE BT (5:29)

Here, it is important to note that the coefficients diverge for zg — z, which

corresponds to Q — Q..

5.C Eigenstates of the Effective Hamiltonian

5.C.1 First-Quantized Version of the Hard-Core Boson Hamiltonian

It is most convenient to express the hard-core Boson Hamiltonian (5.5) in a first-
quantized form in order to find the two-particle eigenstates. Formally, this can
be done by introducing a non-symmetrized coordinate basis {|i,j)} where ¢ and j
denote are the positions of the two particles in the lattice. A general two-particle

state [1) then decomposes like

) =D v, 5)li, ), (5.26)

where (i, 7) is the probability amplitude for finding the first particle at position
i and the second at position j. In this basis, the Schrédinger-equation takes the

form

=230 [0+ L) + 90 + 1)+ (i~ L) + 95— D] lid)

%)

+ VY 0(i5) Girr +0im1) [ ) = Eq Y (i, )i, ), (5.27)
%) 0]

where Eq is the center-of-mass energy. By using the orthogonality relation of the
coordinate-basis vectors, a projection of the above equation on a basis bra (7', j'|

yields

—z@@+Lﬁ+w@j+n+wu—Lﬂ+w@j—D

+ Vi, 5) (6i1,5 + di1,5) = EY(i, 7). (5.28)
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The translational invariance of this equation gives rise to a conservation of the total
quasi momentum Q. In turn, the wave-function factorizes as ¥ (3, j) = e'9X 1, (),
where z =i — j and X = (14 j)/2 are the relative and center-of-mass coordinates,
respectively. Here we restrict ourselves to positive relative coordinates x only,
which also takes care of the symmetrization of the wave-function. The resulting

Schrodinger-equation (5.28) thus reads

Q

—2e" 9% 2 cos 9 [7/’(30 +1) + ¢z — 1)] + Vf;lz\,l@iQXd}(l’) = EQeiQXd’(x)' (5.29)

Last, by only keeping track of the relative coordinate, eq. (5.29) takes its final

compact form
—2q[¢(z + 1) + P(z — V)] + Vo 19(z) = Eyp(x), (5.30)

where zg = 2z cos Q/2 the center-of-mass hopping-rate.

5.C.2 Bound States

In a one-dimensional system, a bound state decays exponentially with the relative
distance of the constituents. We use an ansatz (z > 1) = /\/Ag”'f1 with A a
normalization-constant and ¥g (zx = 0) = 0 due to the hard-core nature of the

interaction. This yields the two equations

r=1: —ZQAQ +V - EQ = 0, (531)
r>2: —zq(Ay P+ A8) — EqAy Tt =0. (5.32)

The first equation of (5.32) provides an expression for the bound-state energy,

Eg =—z9 TV (5.33)

Substitution of Fq in the second equation of (5.32) then leads to

Ay
Ao

—2qAq +V + 20 0. (5.34)

which gives rise to Ag = —2q/V = —2cos Q/2.
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5.C.3 Scattering States

The scattering states are obtained by using a standard plane-wave ansatz with an

additional scattering-phase shift ¢q 4, that is
g = V2(1 = 84,0) sign z cos(q|z| + ¢0.q). (5.35)

This ansatz solves the Schrédinger-equation for all z except |z| = 1, giving rise to

the condition

(cosq + 2cos %) cos ¢q,q —singsin ¢g,q =0, (5.36)

which can be solved by

cos q + 2 cos Q

$0,q = arctan 2 (5.37)

sin ¢

5.C.4 Green’s-Function Approach

There are at least two ways in order to derive a two-particle bound state in a Bose-
Hubbard Hamiltonian. Here, we show that the calculation via the exponential
ansatz [144] yields the same result as a Green’s-function approach [143]. Poles
in the scattering amplitude f(Q, F) indicate the presence of a bound sate. For

nearest-neighbor interactions the former reduces to [148]

1 G%L(E;0) — GL(E;1
g v B CED
GQ(E7n) GQ(E70)

G%(E;l)

COSq — &0 m0) &0
X Q , (5.38)

14 ov Se N a0 (B10) + GO (E; 2)]
GOQ(E;O) Q\ Q\H

Q. E) =

where G¢,(E;n) is the free Green’s-function. In turn, the last factor and, accord-
ingly, the scattering amplitude diverges for

G*(1)

142V a(0)

— V[G(0) + G(2)] = 0. (5.39)
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By use of the explicit form for a free one-dimensional Green’s-function [149]

dq el
GY(E,z)= | &2 "
o(E,2) 2n E — 4z cosQ/2
o . @l ~lzlcosh ™! mﬁ(\?/?‘
= (=1)%sign”" E (5.40)

\/E2 — (ZL,ZCOSQ/Q)27

we can show that eq. (5.39) is equivalent to eq. (5.33), and yields the same bound

state energy.

5.D Hard-Core Model without Interaction

In this section we provide a model to estimate revivals of the correlation-function
(5.14) due to finite-size effects. Since these revivals are due to scattering of excita-
tions at the system boundaries, we expect interactions to play a minor role. Hence,
we approximate the Hamiltonian (5.5) by neglecting nearest-neighbor interaction
completely and just keep the hard-core constraint. The major advantage of this
approximation is that it allows for an analytic solution even in a finite-size system.
The approximate Hamiltonian for an n site lattice then reduces to
A—1
H=—2Y blbis1 +bly,bi. (5.41)

=1

The two-particle eigenstates of the corresponding Schrédinger-equation take the

form
F(@)Y1(y) = YT (@i (y), © >y,
¢2<x,y>—{ Hewi) - viowt 5.42)
1@ (y) —vr (@)Y (y), =<y,
where ¥ (z) is single particle eigenstate defined via
Ui () = T_L+lsmk;r, k_ﬁ—i—l’ j=1,..n. (5.43)

Since there are no bound states in this model, the two-particle energy is given by

E; = —2z(cosk + cosp) = —2zg cosq. The wave-function for an initial state of
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two particles on adjacent lattice-sites with center-of-mass momentum @ reads

T+1
7 [Gpy1 + Ony 1] (5.44)

$2(0) = €@

Time-evolution of this initial state is then most conveniently derived via Fourier-
decomposition. Since we know the energy in the momentum basis, we can calculate
the time-evolution for the initial state (5.44) in the form of a large sum of oscillating
terms. In the limit of an infinite number of lattice-sites the summation can be
approximated by an integral, and reduces the wave-function to the closed-form

expression

Ya(t) = QTN N g etV g (<2201t/h). (5.45)
s=+1

As one might expect, deviations from the analytical result occur at a characteristic
time-scale 7; that scales with the system-size (see Fig. 5.11). Due to the ballistic
propagation the scaling is easily understood in terms of scattering of fundamental
excitations at the system boundaries. Hence we propose to measure the correlation-
function C(t) in the middle of the lattice in order to maximize the time it takes a

scattered particle to reach the point of measurement.

1.0

Figure 5.10: Finite size effects in the hard-core Boson model: The plot shows the
analytical solution for the hard-core Boson model (5.41) for an infinite
lattice (solid blue lines) and a finite lattice of size [ = 30 for various
center-of-mass momenta ranging from @ = 7/6 to w/2. Deviations
from the analytical solution can be seen at times tzq /i ~ 4. These
deviations are due to finite-size effects, that is scattering at the system
boundaries.
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5.D Hard-Core Model without Interaction

T0.05 3 | N R

Figure 5.11: Scaling of finite-size effects with the system size [. The plot shows the
time 70.05 at which deviations averaged over different () values reach
0.05. As expected, the data suggests a linear scaling of 79,05 due to
the ballistic motion of particles in a lattice.

119






CHAPTER 6

Basic Concepts

6.A Rydberg Atoms

An atom in a highly-excited electronic state close to the ionization limit is called a
Rydberg atom [150]. These atoms show very extreme properties, which are mostly
based on their huge spatial dimension, exceeding the radius of normal atoms by
several orders of magnitude. Hence, Rydberg atoms are easily polarizable, which
in turn makes them very susceptible to electric fields and account for their huge
van der Waals interaction. It is exactly this property that makes them a prime

candidate to study quantum many-body physics in cold atomic gases.

6.A.1 General Properties

Here we concentrate on Rydberg atoms with only a single electron excited into
a high electronic state. In consequence, the atom shows a structure similar to
Hydrogene, where one electron is in a state with high principal quantum-number
n bound to a positively charged ion. Since the Hydrogen wave-function is strongly
localized at a distance ~ n?, the electron will feel only the excess charge of the
shielded core, which in turn justifies the treatment as a two-body system. Any
effects due to the inner structure of the core can be included via a renormalization of
the principal quantum-number n* = n — §, with § < 1. The Rydberg-Ritz formula
[36] then allows for the calculation of explicit values of the so called quantum-
defects ¢, and have been confirmed in several experiments [151]. Most properties
of Rydberg atoms strongly depend on their principal quantum-number n, or its
renormalized equivalent n*. A short compilation of the scaling-laws for several

important properties is shown in table 6.1.
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Property | Scaling | *"Rb |5s) | 8TRb [43s)
Binding energy | (n*) 2 [150] 4.18 eV 8.56 meV [49]
Level spacing (n*)~2 [150] 2.5 eV 109.99 GHz [49]
Orbit-radius (n*)? [150) 0.298 nm 0.126 pm [49]
Polarizability (n*)7 [152] -79.4 mHz cm?/V? | 8.06 MHz cm?/V? [49]
Transition \—3/2

dipole moment (n™) [49] - -0.0176 a.u. [49]
Natural lifetime | (n*)* [150] - 99 us [49]
Cé-coefficient (n*)™ [150] 5.23 -107%Hz um® 189 MHz pum® [49)

Table 6.1: Scaling properties of Rydberg atoms and exemplary values for the 8"Rb
|5s) ground-state compared to the 8’Rb |43s) Rydberg state.

Since alkali Rydberg atoms closely resemble a Hydrogen configuration, one can use
the analytic Hydrogen wave-function in order to calculate dipole matrix-elements.
If we reduce our discussion to s-states, the only non-vanishing dipole matrix-
element is given by (n'p|d|ns), where d is the dipole-operator. On the other hand,

this expression takes only significant values at the origin, and thus yields the scaling

*—3/2

(n'p|dins) ~n (6.1)

The application of Fermi’s Golden rule allows us to calculate the natural lifetime

of a Rydberg-state as
2
v =5 D il Pg(we) (6.2)
f

where g denotes the density of states. The dominating decay-channel is the one to
the lowest-energy state. The dipole-operator for this particular transition scales
as d ~ (n*)_3/2, resulting in a cubic scaling with the principle quantum-number
for the natural lifetime [49], that is 7 ~ (n*)3. For a typical Rubidium Rydberg-
state like |43s) we find a natural lifetime of 7 ~ 100 us that, again, exceeds
the natural lifetime of lowly electronic excitations by several orders of magnitude.
Even so, blackbody-radiation increases the decay-rate from the Rydberg-state, and

ultimately results in a modified scaling behavior of the lifetime 7 ~ (n*)2.
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6.A Rydberg Atoms

6.A.2 Interactions

Under the assumption that the spatial separation = between the atoms is larger
than the LeRoy-radius, we can expand the interaction-potential V' between the

atoms in a power-series, so that

Cm
V(x) = —. 6.3
(@)=Y - (6:3)
The first non-vanishing term of this expansion is the C5 coefficient, which can be
derived within quantum-defect theory [36]. Then, a two-level approximation of the
interaction Hamiltonian takes the form
Ar VY

H = 7 (6.4)
VY 0

where Ay is the Forster defect energy, V = Cs/2® and Y is a geometry factor that
accounts for angular momentum properties [37]. A straightforward calculation

yields the energy eigenvalues

_Ar

Vi(z) 5

1
+ 3 AZ +V2Y2, (6.5)
For small inter-atom separation x, the interaction term V = Cs/z® dominates, and
results in a dipole-dipole interaction. Conversely, for large inter-atom separation,
the interaction is small as compared to the Forster defect-energy, and, as a result,

a leading order expansion leads to a van der Waals interaction-potential,

2v2  Co
Vo=Vt (6.6)

The resulting van der Waals coefficient exhibits a strong dependence on the princi-
pal quantum-number, in particular Cs =~ (n*)“. The crossover between these two
regimes takes place at 2. ~ |[VY/A|?, and is usually smaller than the distance be-
tween Rydberg-excitations. Still, the longer range resonant dipole-dipole coupling

V ~ 1/2® can be realised by using an electric microwave-field.

6.A.3 Coherent Production

Most experiments use a two-photon transition in order to excite an atom to a

high-lying Rydberg-state. In the following, we assume that our atom is of the
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B, - r
N }T )
r
Q
E,
Ey - — lg)

Figure 6.1: Setup for the coupling between ground and Rydberg-state |g) and |r),
respectively, via the intermediate p-state. The Rabi-frequency and
detuning driving the transition between ground and p-state are €,
and A,. Likewise, the Rabi-frequency and detuning for the transition
between p- and Rydberg-state are €2, and A,. In addition, the decay
rates from the intermediate p-state is 7,, whereas the decay rate from
the Rydberg-state is ~,.. For a strongly suppressed intermediate state,
the internal structure can be reduced to an effective two-state system
with two-photon Rabi-frequency €2 and total detuning A.

alkali type, or, more specifically, the species ¥”Rb, which in general is considered
to be the workhorse of atomic physics due to its convenient hyperfine-structure.
We therefore start from an initial low-lying s-state, and excite the atom via a red
laser to a low p-state, say |5s) — |5p). A second, blue laser then excites to the
final Rydberg-state, which we assume to be an s-state again. In order to avoid
inhomogeneous light intensities due to absorption [49], most experiments use a
far off-resonant coupling to the intermediate state, A, > €,. The intermediate
p-state can then be adiabatically eliminated [51], and the resulting Hamiltonian

takes the form of an effective two-state system,

Hysero = —hA Y SL+ QY S5, (6.7)

where S = (|r){r| — |g){g])/2 and S% = (|r){(g| + |g){(r|)/2 are the spin operators
in the z and z direction, respectively. The two-photon Rabi-frequency 2 can

be expressed in terms of the initial Rabi-frequencies and the detuning from the
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intermediate state, so that

Q,0
Q=-2c .
3] (6.8)
On the other hand, the total detuning A takes the form
@ 9
AfAc+Ap+4AC+4Ap, (6.9)

where the last two terms are due to the ac-Stark-shift of the respective upper levels.
In most cases, one can neglect those Stark-shift terms, hence the total detuning

reduces to the compact form A = A. + Ap.

6.A.4 Blockade Mechanism and Collective States

Strong interaction between excitations gives rise to a so-called blockade-mechanism
for excitations [64,153]. More specifically, the interaction-potential V' between
excited states exceeds the excitation line-width W, and thus only allows for a

single excitation. To account for this effect, we can define a blockade-condition via
V>Ww. (6.10)

Here it is important to note that the blockade-mechanism is a general concept
and not limited to atomic physics. However, in the following we concentrate on
Rydberg-atoms, as this is the only application of the blockade-mechanism in this
work. Since the natural lifetime of Rydberg-atoms scales with the cube of the
principle quantum-number, the excitation line-width is dominated by the power-
broadening of the excitation laser and the detuning. Usually, the interaction is of
a van der Waals type, and reduces eq. (6.10) to the condition

% > 2/ A2 + Q2 (6.11)

and gives rise to the definition of the two-particle blockade-radius [41]

fo= (Zh \/AC26+ Q2> ‘ (612

The reduction of the Hilbert-space due to blockade of additional excitations has

further consequences for the dynamics of the system. Consider an ensemble of
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lg;)

E.+E,

l9,9)

Figure 6.2: For large inter-atom separation, both atoms can acquire a Rydberg-
excitation. Conversely, for small separations, the van der Waals in-
teraction shifts the energy level of the state |r)|r) out of resonance
and thus prevents a subsequent Rydberg-excitation. The two-particle
blockade-radius &p is then determined by the interaction and the line-
width of the driving laser.

N atoms individually coupled via a coherent two-photon process to a Rydberg-
state, with two-photon Rabi-frequency €2 and total detuning A. The Hamiltonian
describing this system then takes the form of equation (6.7). If we further assume
that the spatial confinement of the whole atomic ensemble is smaller than the
blockade-volume &3, the system can only support a single excitation. Thus, the
Hilbert-space is spanned by the ground state |g) and N excited states |i) defined

via
|G) = ®ilgi), i) = |e:) ®jxil95)- (6.13)

Although in principle all states |i) are accessible, the Hamiltonian (6.7) only couples

to the symmetric superposition of these excited states

1 o
W) = i ; |i). (6.14)
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Figure 6.3: Excitation dynamics of a single atom (a), N non-interacting atoms (b),
and the collective state (c) as is defined in eq. (6.14). Since the super-
atom can only support a single excitation, it shows the same maximum
number of excitations as the single atom. Yet, the bosonic enhancement
yields the same quadratic increase in the number of excitations as in
the non-interacting case (b).

In consequence, the system again reduces to an effective two-level system described

by the Hamiltonian

i =" qwyal ey + B2 gwyw - leven.  (615)

where Qn = vV NQ is the collective Rabi-frequency. It is this effective Hamiltonian
that coined the term super-atom [154], as the whole ensemble behaves again like
one of its constituents. The increase in the characteristic timescale by a factor of
V/N is in analogy to the enhancement of the spontaneous decay-rate predicted in
ref. [59].

6.B Open Quantum-Systems

In the most general case, an open quantum-system is one that interacts with the
environment. By definition, the environment cannot be controlled on a quantum
level despite its time-evolution being governed by quantum-mechanics. There-
fore, the interaction with the quantum-system adds an unknown component to

the dynamics, which in turn cannot be described within coherent time-evolution
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predicted by the Schrodinger-equation, but has to be treated within a more gen-
eral approach. However, not being able to control the environment on a quantum
level does not mean not being able to control it at all: most often the nature of
the coupling together with macroscopic parameters such as the temperature are
known, and allow one to either limit the environmental influence or design it in a

fashion that benefits ones means [155].

6.B.1 Reduced Density-Matrix

One of the general principles of quantum mechanics is that every observable cor-
responds to an operator A [67,156]. The expectation value of this observable then

takes the form of a trace
(A) = trpA, (6.16)

where p is the density-matrix of the system on which the measurement takes place.
In general, p describes both the system one in interested in and the lab including
the PhD-student performing the measurement. Yet one (or, more specifically, the
supervisor) is usually interested in the quantum-system S alone, not the macro-
scopic environment E. In turn, any operator corresponding to an observable on S
alone can be decomposed via A = As ® idg, where idg is the identity operator on
the environment E. Then, by defining the partial trace trs and trg over system
and bath degrees of freedom, respectively, we can write the expectation value of

an observable A = As ® idg as
<A> = trs [AstI'Ep} . (617)

The density-matrix ps = trg p is called the reduced density-matrix, and allows to
describe the time-evolution of an open quantum-system in terms of system degrees
of freedom alone. Indeed, a measurement performed on the open system then takes

the form
<A5> = tI‘sAsps, (618)

in analogy to eq. (6.16). On the downside, the time-evolution of ps is no longer
described within the Liouville-equation, but requires a more general approach,

which we discuss below.
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6.B.2 Master-Equation

The dynamics of the reduced density-matrix ps can be described in terms of a
master-equation, where the individual environmental degrees of freedom are re-
moved from the equation of motion. The resulting equation then reads [156]
t
. i
p=—s [Hs, ps] + /dt/ tre [K(t—t)p(t)] . (6.19)

0

The first term describes the coherent time-evolution of the quantum-system in
analogy to the Liouville-equation, whereas the second term accounts for processes
induced via system-environment interaction. It is the operator K(t — t') that
encodes all information about the environment and its coupling to the quantum-
system. Integration over t’ results in the time-evolution of p that is influenced by

all prior states of both the system and the environment.

Despite this very general form of the master-equation, it can be reduced to a fairly
easy to handle differential form. This is based on two approximations that are both
well justified for a large variety of systems. First, under the Born-approximation
one assumes that the interaction between the system and individual environment
degrees of freedom is weak, so that the back-action from the system to the envi-
ronment is small. This allows us to replace the total density-matrix p by a product
PE ® ps, where the environment density-matrix pr does not change in time. Even
so, this does not necessarily mean that the influence of the environment is small.
Second, in the Markov-approximation one neglects any influence from previous
events at times t’. To put it another way, the environment is assumed to have no
memory, and thus forgets the quantum state of the system immediately. Under
these approximations it can be shown [156] that the master-equation (6.19) reduces
to the so called Lindblad-form

. 7 T
p= - [Hs, ps] + Z EZ [QCipcl-L — czcip — pczci} . (6.20)
i

Again, the first term accounts for the coherent time-evolution, whereas the second
describes non-coherent processes due coupling of the quantum-system to the en-
vironment. The operators c; are called jump-operators, and, true to their name,
incoherently jump the system from one state into the other with a rate I';. The

precise form of the jump-operators ¢; and the rates I'; is subject to the environ-
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ment and its coupling. A major advantage of this master-equation over the first
one is its differential form and consequently its locality in time. Even if no analytic
solution exists, it can most often be treated numerically by standard routines for

solving systems of differential equations.

6.C Wigner Quasi-Probability Distribution

The Wigner-function or Wigner quasi-probability distribution is a phase space
representation of a density-matrix p [71]. To be more precise, it is a Weyl-Wigner

transformation [78] of the density-matrix, defined via

1 ipy
W(q,p)=%/dy<q+%‘p‘q+%>eh , (6.21)

where |g+y/2) are eigenkets of the position operator. For a pure state p = |¢)(¢],

the Wigner-function takes the form

W(q,p) = Tjrh /dy P (q - %) 0 (q + %) e (6.22)

Integration over all momenta p gives the probability-density for the spatial coor-
dinate ¢, that is

/dp Wi(q,p) = [¥(q)|*. (6.23)

Likewise, integration over the the spatial coordinate ¢ yields

/ dg W(a.p) = [o(p) (6.24)

It directly follows that the Wigner-function is normalized in the sense that

/dq dpWi(q,p) = 1. (6.25)

Here it is important to stress that despite its name, the Wigner quasi-probability
distribution is not a true probability-distribution since it can take negative val-
ues. In turn, a state with a negative Wigner-function is then called non-classical.

One of the most prominent non-classical states is a Fock-state containing a single
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-2

excitation. Its Wigner-function is easily calculated to be [78]
Wact = = 770 (07 4 2° — 1), (6.26)

and exhibits a negative dip in the middle, that is a clear telltale for its non-classical
nature. Likewise, the most classical state imaginable is a coherent state, that is
an eigenstate of the annihilation-operator ala) = a|a). Its Wigner-function takes

the form of a Gaussian [78],
Wo = L em2a-e?-2? (6.27)
T

and is centered around « in the phase-space plane. In contrast to the Fock-state,

the Wigner-function for a coherent state stays positive for all values of p and q.

Fig. (6.4) shows the Wigner-function for a Schrédinger cat, meaning the quantum
superposition of two classically distinct states. In this particular example, the lat-
ter are two coherent states |a) and | — «). A statistical mixture of the coherent
states would only feature the two lumps representing the dead and living cat cen-
tered at o and —a, respectively. In contrast, the odd cat |odd cat) = |a) — | — )

shown here exhibits oscillations around p = ¢ = 0. For the sake of completeness,
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we give the explicit expression of the Wigner-function of this particular cat,

W()ddcat =

1 e~2(a—0)*—2p? + e~ 2a+a)®=20% _ 9,—27 24" (g 4dpa
= . (6.28)
T

1+ e—2a?
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