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Abstract

In this thesis, we study phenomena in weakly interacting dilute bosonic gases, which
evade a mean-field treatment such that the description requires the inclusion of quantum
fluctuations. While the beyond-mean-field corrections for the uniform weakly interact-
ing Bose gas with short-range interactions were already derived in the 1950s, the recent
observation of droplets in both dipolar quantum gases as well as in Bose-Bose mixtures
sparked new interest in the field. For these systems, the interplay of attractive and re-
pulsive interactions leads to a vanishing mean-field contribution. The beyond-mean-field
effects become dominant and stabilize the gas against the collapse. Thus, for a quan-
titative description of the experimental observations, the beyond-mean-field corrections
have to be determined with high precision. Despite the inhomogeneous and anisotropic
character of the droplets, the analysis has mostly been based on the local-density ap-
proximation. In dipolar Bose gases, the stabilization of the gas due to quantum fluctu-
ations not only leads to the formation of droplets but also allows for a supersolid phase,
first observed in one-dimensional geometries. The confinement in combination with the
anisotropic long-range dipolar interactions leads to a roton spectrum in the superfluid.
By increasing the relative strength of the dipolar interaction, the system exhibits a roton
instability, which results in the formation of arrays of droplets. These arrays are phase
coherent and feature an additional Goldstone mode due to the spontaneously broken
translational symmetry, demonstrating their genuine supersolidity. The theoretical de-
scription of the supersolid state relies on the extended Gross-Pitaevskii equation. While
this allows for reliable results in finite size systems, accessing the thermodynamic limit is
difficult. In addition, it is well-established that quantum fluctuations strongly influence
spontaneous symmetry breaking in one dimension, which puts into question whether
the use of the extended Gross-Pitaevskii formalism is justified for one-dimensional su-
persolids.

In this work, we investigate the beyond-mean-field corrections in confined geome-
tries and test the validity of the local-density approximation in a harmonic trap with a
model system. For a one-dimensional geometry, we derive the excitation spectrum across
the phase transition from a superfluid to a supersolid in the thermodynamic limit and
demonstrate its stability. We also investigate the influence of quantum fluctuations on
the formation of the one-dimensional supersolid and show that for current experimental
parameters, the use of the extended Gross-Pitaevskii equation is justified. The chapters
cover the following content:

• In Chapter 1, we give an introduction to the recent advances in the field of ultracold
dipolar quantum gases.
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• In Chapter 2, we discuss the general concepts of scattering theory which are rel-
evant to describe interactions in ultracold bosonic gases. We introduce a two-
channel model to describe short-range interactions, and briefly discuss scattering
of dipolar particles.

• In Chapter 3, we review two fundamental approaches to obtain beyond-mean-field
corrections and exemplarily apply them to the three-dimensional weakly interact-
ing Bose gas with contact interactions. We briefly discuss their respective ad-
vantages, and give an overview of beyond-mean-field corrections in other systems
relevant to this work.

• In Chapter 4, we use the two-channel model to describe scattering in confined
geometries. We derive the confinement-induced resonance for a one-dimensional
geometry with periodic boundary conditions and use our approach to reproduce the
already known results for the two-dimensional geometry with periodic boundary
conditions as well as the results for a harmonic confinement.

• In Chapter 5, we study the behavior of the beyond-mean-field corrections of a
weakly interacting Bose gas in a dimensional crossover from three to low dimen-
sions. In a box with periodic boundary conditions, we derive an analytical solution
and show that the leading contribution of the confinement-induced resonance is of
beyond-mean-field order. In addition, we use a model system to investigate the
crossover in a harmonic confinement to show the limitations of the local-density
approximation. The work for this chapter was conducted in collaboration with
Dmitry Petrov and Luis Santos.

• In Chapter 6, we use an effective Hamiltonian for a dipolar Bose gas, which includes
beyond-mean-field corrections in the local-density approximation, to study the
excitation spectrum across the phase transition from a superfluid to a supersolid
in a one-dimensional geometry. We demonstrate a stable excitation spectrum with
two Goldstone modes and an amplitude mode in the low-energy regime. Our
results suggest that there exists an experimentally accessible parameter regime for
dysprosium atoms where the supersolid phase exhibits a stable excitation spectrum
in the thermodynamic limit, and the transition into the supersolid phase is of
second order, driven by the roton instability.

• In Chapter 7, we investigate the influence of quantum fluctuations on the formation
of the one-dimensional supersolid. The analysis is based on an effective low-energy
description, which takes into account the two coupled Goldstone modes of the su-
persolid. We show that in one dimension, the quantum phase transition from a
superfluid to a supersolid is shifted from the position where the local formation
of a structure takes place. We also show that for current experimental parame-
ters, this shift is extremely small and thus confirm that the use of the extended
Gross-Pitaevskii equation is justified. The work for this chapter was conducted in
collaboration with Chris Bühler.
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• In Chapter 8, we present the ideas of two unfinished projects that require further
numerical investigations. In the first part, we derive a formalism to obtain the
beyond-mean-field corrections for a self-bound droplet. In the second part, we
connect the parameters of a two-dimensional Hubbard model to the microscopic
scattering length and include the influence of the confinement-induced resonance.
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1 | Introduction

A state of matter which results purely from the quantum statistics of its constituents
and does not rely on interactions already attracted the interest of physicists almost one
hundred years ago. In a paper sent to Albert Einstein in 1924, the Indian physicist
Satyendranath Bose was able to derive Planck’s radiation law without relying on results
from classical physics [1]. Einstein extended the theory to massive particles which obey
the same statistics as photons [2, 3]. This allowed him to show that at low enough
temperatures, a uniform ideal gas of these particles exhibits a phase transition to a
phase where the particles macroscopically occupy the state of lowest energy. While
this phase is today known as a Bose-Einstein condensate (BEC), it is remarkable that
Einstein’s prediction preceded our modern formulation of quantum mechanics as well as
the division of particles into classes of fermions and bosons.

Although the theoretical descriptions of BECs that we use today, such as the first mi-
croscopic description of weakly interacting bosons by Bogoliubov [4], the field-theoretic
approaches by Beliaev [5, 6] as well as Hugenholtz and Pines [7], and the mean-field
description in terms of a macroscopic wave function by Gross and Pitaevskii [8, 9], were
developed in the middle of the last century, experimentally preparing this quantum state
of matter remained unthinkable for decades.

Only with the improvement of laser-based trapping and cooling techniques in the
1980s, which were honored by a Nobel Prize for Claude Cohen-Tannoudji, Steven Chu,
and William Daniel Phillips in 1997 [10–12], the required temperatures for a gas of
bosons to condense came within reach. Finally, in 1995 the first BEC was produced at
Boulder by Eric Cornell and Carl Wieman [13] and shortly afterwards independently by
the group of Wolfgang Ketterle at MIT [14]. The successful realization of a BEC not only
earned Cornell, Wieman and Ketterle the Nobel Prize in 2001, but more importantly
led to the ever-growing research field of ultracold atoms.

Since then, ultracold-atom experiments became a playground to investigate quan-
tum many-body phenomena and helped to deepen our understanding on a fundamental
level [15]. In particular, the use of Feshbach resonances [16–18], which allow to tune
the interaction strength between the particles, and the use of optical potentials, which
provide the means to control the dimensionality and to realize optical lattices, offers a
level of experimental control which is hardly found in other platforms. In the meantime,
the coherence of condensates has been shown by overlapping two BECs [19], while the
appearance of vortices by stirring a BEC with a laser beam clearly indicates their super-
fluidity [20]. Tight optical traps allow for the investigation of low-dimensional systems
and to enter the strongly interacting regime which, for example, led to the observation
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Chapter 1. Introduction

of the strongly correlated Tonks-Girardeau gas [21–24]. BECs in optical lattices have
been used to demonstrate the quantum phase transition from a superfluid to a Mott
insulator [25], and are in general a promising platform for quantum simulations [26–29].
As producing BECs has become routine in today’s laboratories, they are not only used
for quantum simulations but also quantum sensing [30, 31] and, bringing the story back
to Einstein himself, can be used to test the foundations of general relativity [32, 33],
even in space [34].

The list of achievements is of course much longer than this introduction can capture.
Of special interest for this work, however, are dipolar BECs, on which we will focus in
the following. For alkali atoms such as rubidium (87Rb) and sodium (23Na), which were
used for the first realizations of a BEC [13, 14], the magnetic dipole moment is small
compared to the van der Waals forces. Thus, for low temperatures and densities, the
interactions between the atoms are fully characterized by the s-wave scattering length
and can be described by short-range contact potentials. For BECs consisting of dipolar
atoms, on the other hand, the anisotropic and long-range dipolar interactions prevent
a simple description in terms of the scattering length. It has been shown, however,
that the interactions in these systems are accurately described by a combination of a
short-range interaction characterized by an s-wave scattering length, and the dipolar
interaction potential [35, 36]. The anisotropy of the dipolar interaction and the ability
to tune its influence by manipulating the s-wave scattering length leads to a plethora of
new phenomena [37–40]. As a thorough understanding of the interactions in ultracold
Bose gases is crucial for this thesis, we will review the fundamental concepts of scattering
theory in Chapter 2.

With the condensation of chromium (52Cr) with a magnetic moment of 6µB (µB is
the Bohr magneton), the first realization of a dipolar BEC has been achieved in 2004 in
Stuttgart by the group of Tilman Pfau [41]. Since then, also atoms with a larger magnetic
moment such as erbium (168Er) [42] with a magnetic moment of 7µB and dysprosium
(164Dy) [43], which has the largest magnetic moment of any bosonic species (10µB), have
been condensed. Note that for polar molecules the (electric) dipolar interaction strength
is orders of magnitudes larger [37], but the condensation of polar molecules, while within
reach, has not yet been achieved.

In 2016 the interest in dipolar BECs rose to new heights with the first observation of
the formation of stable and dense droplets in a dipolar BEC of 164Dy in Stuttgart [44–46],
while later also droplets of 162Dy [47] and of 168Er [48] have been reported. To understand
the significance of this observation, let us briefly return to the theoretical description of
these weakly interacting systems. The aforementioned mean-field description in terms of
the Gross-Pitaevskii equation [8, 9] was sufficient to describe experimental observations
with high accuracy for many years. In the droplet regime, however, mean-field theory
predicts a collapse of the BEC and no stable ground state is expected [39, 40]. So why do
these droplets appear? Shortly after their discovery, the stabilization mechanism of these
droplets was traced back to beyond-mean-field corrections, which prevent a collapse of
the gas [45]. It should be noted that this stabilization mechanism was first proposed
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for binary mixtures [49], and later droplets in binary mixtures have also been experi-
mentally observed [50, 51]. For a uniform BEC in three dimensions with short-range
interactions, these beyond-mean-field corrections were first derived by Lee, Huang, and
Yang [52, 53] and are usually referred to as LHY corrections. The beyond-mean-field
corrections were later also obtained for a uniform three-dimensional dipolar BEC [54]
where the short-range interaction dominates over the dipolar interaction. If the dipolar
interaction becomes dominant, however, the system exhibits an instability for long wave-
lengths referred to as phonon instability [37], which leads to complex beyond-mean-field
corrections, indicating the breakdown of the current description. Methods to obtain
the beyond-mean-field corrections in weakly interacting Bose gases will be discussed in
detail in Chapter 3.

The influence of the LHY corrections for contact-interacting BECs became observable
in recent years through the depletion of the condensate [55], and corrections to the mean-
field result of the ground-state energy [56] as well as of the excitation spectrum [57, 58]
have been measured. While for these instances the LHY terms provide a correction to
the mean-field result, for the dipolar droplets the mean-field contribution vanishes and
the beyond-mean-field corrections become dominant and thus crucial for their stability.
Hence, a precise knowledge of the beyond-mean-field corrections in the droplets is essen-
tial for their theoretical description. The current description, however, is not without
flaws. Since the dipolar beyond-mean-field corrections are only known in the uniform
case, but the droplets are finite in their size, the description relies on the assumption
that the system can be locally treated as uniform (local-density approximation). The
beyond-mean-field corrections then contribute an additional term to the Gross-Pitaevskii
equation, leading to the extended Gross-Pitaevskii equation [39, 40, 45]. In the droplet
regime the dipolar interaction dominates over the short-range interaction such that the
use of the local-density approximation entails the already mentioned inconsistencies due
to the phonon instability. Since the imaginary part of the beyond-mean-field correc-
tions is typically small in the droplet regime, it is usually ignored. Nevertheless, a
self-consistent treatment is still missing. In Chapter 5, we analyze the beyond-mean-
field corrections for contact interactions in confined systems in a dimensional crossover,
which allows us to test the validity of the local-density approximation in these systems.
In Chapter 8, we propose a formalism to improve the description of the beyond-mean-
field corrections in the droplet state.

Although the first dipolar droplets were observed in a trap, one should not forget that
due to the interplay between the repulsive short-range interaction and the attractive
part of the dipolar interaction, the droplet state is self-bound [47, 59–63]. Nevertheless,
the presence of a trap can be very beneficial as it can strongly modify the excitation
spectrum as a result of the anisotropy of the dipolar interaction. In a trap, dipolar BECs
can feature a roton spectrum [64–66], similar to the spectrum of superfluid helium [67–
71]. While the roton spectrum shows the typical linear behavior for long wavelengths,
it also features a minimum at finite momentum, the depth and position of which can
be tuned in dipolar BECs. This minimum introduces a new length scale for the self-
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Chapter 1. Introduction

organization, and in 2017 it became clear that the ground state of a dipolar gas can
consist of multiple droplets [72, 73]. Thus, trapped dipolar BECs became promising
candidates to realize the supersolid phase [74].

A supersolid inherits the properties of a superfluid, as it can sustain a frictionless flow,
as well as the density modulation of a solid [75]. On a theoretical level, it is usually
defined as a state that spontaneously breaks the U(1) symmetry, leading to off-diagonal
long-range order of the single-particle density matrix [76, 77], as well as the translational
symmetry, leading to diagonal long-range order. Note that this is not the most general
definition, as in one dimension spontaneous symmetry breaking is strongly influenced
by quantum fluctuations [78–80]. However, quasi-diagonal and quasi-off-diagonal long-
range order can survive [81–85], making a modulated superfluid and thus supersolid state
possible, even in one dimension. The discussion of the influence of quantum fluctuations
on the supersolid state in one dimension will be the focus of Chapter 7.

First discussed in 1957, and initially thought to be impossible due to the seemingly
contradicting properties of the supersolid [77], no rigorous proof was given that would
preclude its existence. Thus, interest for this exotic state of matter was unbroken in
the following years [86–89]. The possibility of a supersolid ground state was then shown
in 1970 by Anthony James Leggett who derived an upper bound for the superfluid
fraction [90].

For a long time, the quest to experimentally observe the supersolid state of matter
focused on solid helium (4He) [75, 91–93]. While supersolid properties of 4He were
reported in 2004 [94], the results later had to be retracted [95] such that to this date
there is no compelling evidence for supersolidity in 4He. Supersolid properties have been
observed for superfluids with cavity-mediated interactions [96, 97] as well as in spin-orbit
coupled BECs [98]. So far, in all these experimental realizations the external light field
determines the periodicity of the system.

By contrast, the density modulation in dipolar BECs purely results from the interac-
tions between the particles. While the first droplet arrays were not phase coherent [72],
later experiments showed global phase coherence between the droplets; first in the group
of Giovanni Modugno in Pisa [99] and shortly afterwards in the group of Tilman Pfau
in Stuttgart [100] and in the group of Francesca Ferlaino in Innsbruck [101]. The ob-
servation of the Goldstone modes due to the two spontaneously broken continuous sym-
metries [102–105] then confirmed the genuine supersolidity of these arrays [106], while
later also higher excitations were experimentally studied [107–109].

These experimental efforts were accompanied by a thorough theoretical investiga-
tion of the supersolid state and its excitations [74, 85, 100, 101, 110–128]. As for the
droplets, the theoretical description strongly relies on the extended Gross-Pitaevskii
equation. Numerical studies within the experimental three-dimensional setting are in
good agreement with the experimental observations [39, 40], but accessing the thermo-
dynamic limit, and thus studying the nature of the quantum phase transition from the
superfluid to the supersolid, is difficult with these approaches [74, 127]. In Chapter 6,
we present an analytical study of the quantum phase transition in a one-dimensional
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geometry and investigate the excitation spectrum across the transition.
Of course the interest in the supersolid state did not stop with the first observa-

tion of this phase in dipolar quantum gases. The realization and investigation of two-
dimensional supersolids [118–120, 129, 130], the influence of the finite temperature in
these systems [123], as well as the development of a self-consistent description of beyond-
mean-field corrections is just a selection of topics under study. This highlights that
dipolar quantum gases are a versatile platform and offer exciting possibilities for the
future to study quantum many-body phenomena.
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2 | Interactions in the Ultracold
While the exact interatomic potential between neutral atoms in general is complicated,
especially at short distances, cold atom experiments operate in a regime where the differ-
ent length scales of the problem separate. This simplifies the description of interactions
tremendously. What are these important length scales for our discussion? One is given
by the range of the interaction. To get an estimate for the range, let us forget about
the short-range details of the interactions for a moment and consider the interaction
between atoms at larger distances. For neutral atoms (without a dipole moment), the
interaction can then be described by a van der Waals potential,

VvdW(r) = −C6

r6
, (2.1)

where r is the distance between the particles. The coefficient C6 determines the strength
of the interaction and gives rise to a characteristic length scale, the van der Waals length,

RvdW =

(
mC6

ℏ2

)1/4

, (2.2)

with m the mass of the particles and ℏ the reduced Planck constant. The density n of
the gas introduces another important scale, the mean interparticle distance

d = n−1/3. (2.3)

While the van der Waals length is typically of the order of a few nanometers, much
larger than the distances where short-range details of the interaction play a role, the
densities we are interested in are very low (1014 cm−3 to 1015 cm−3). Thus, we are in the
dilute regime,

d≫ RvdW. (2.4)

Processes involving more than two particles can therefore be safely neglected in the
following. The temperature of the gas gives rise to the de Broglie wavelength,

λT =

√
2πℏ2
mkBT

, (2.5)

where kB is the Boltzmann constant. For temperatures in the nano- to millikelvin regime,
the de Broglie wavelength greatly exceeds the van der Waals length,

λT ≫ RvdW, (2.6)
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Chapter 2. Interactions in the Ultracold

which we refer to as the ultracold regime. If the de Broglie wavelength becomes compa-
rable to the interparticle distance

d ∼ λT , (2.7)

the gas is degenerate, meaning that the gas cannot be considered classically but obeys
quantum statistics.

Throughout this work, we will be interested in the regime

λT ≳ d≫ RvdW, (2.8)

and also the following short introduction to scattering theory will focus on this regime.
This chapter lays the foundation to understand how to describe the interactions in

the ultracold quantum many-body systems, which will be discussed in the following
chapters. In the beginning of this chapter, we want to review important concepts that
are necessary to describe binary collisions at low energies. We will mainly focus on
scattering in three dimensions, but also highlight the differences that occur in lower
dimensions. The focus will be on isotropic short-range interactions, that feature universal
scattering properties at low energies. Due to these universal scattering properties, we
will afterwards discuss how to efficiently describe isotropic short-range interactions and
introduce the pseudopotential as well as a minimal two-channel model. At the end of this
chapter, we will briefly discuss the dipolar interaction and how it affects the scattering
properties.

2.1 | Scattering in Free Space: General Concepts
With this section, we want to provide a short overview of the low-energy scattering
between particles. We will introduce all relevant quantities and terminologies that are
used throughout this work, however, we refer the reader to standard textbooks for an
in-depth introduction to scattering theory (e.g. [131]). The focus of this section is on
scattering in three dimensions. We will comment on the peculiarities of scattering in
lower dimensions whenever necessary, since this will become important when discussing
scattering in confined geometries in Chapter 4.

In the following, we consider the collision of two identical bosons of mass m in the
center-of-mass frame without an external potential. We start our discussion with a
general interaction potential V (r) that vanishes sufficiently fast, rV (r) → 0 for r → ∞.
Here, r = |r| denotes the distance between the particles. In the center-of-mass frame,
the problem reduces to a single particle with reduced mass m/2 interacting with the
potential V (r). We are interested in scattering states with energy E > 0 that are
asymptotically free, and which are described by the (stationary) Schrödinger equation

[H0 + V (r)]Ψk(r) = EkΨk(r). (2.9)

Here, H0 = p2/m is the Hamiltonian for the free particle and the Schrödinger equation
has a solution for every Ek = ℏ2k2/m, where k is the wave vector of the incoming
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2.1 Scattering in Free Space: General Concepts

wave. The formal solution of the Schrödinger equation (2.9) is given by the Lippmann-
Schwinger equation,

Ψk(r) = eik·r +

∫
d3r′Gk(r − r′)V (r′)Ψk(r

′), (2.10)

where Gk(r) is the Green’s function defined through(
ℏ2∆
m

+ Ek

)
Gk(r) = δ(r). (2.11)

The solution for the Green’s function is readily obtained in Fourier space,

Gk(q) =
1

Ek − Eq

. (2.12)

To obtain a representation in position space that obeys causality, we shift the pole in
Eq. (2.12), Ek → lim

η→0+
Ek + iη, and perform an inverse Fourier transformation. This

yields the retarded Green’s function,

G+
k (r) =

∫
d3q

(2π)3
eiq·r

Ek − Eq + iη
= − m

4πℏ2
eikr

r
, (2.13)

where k = |k|. In principle, the Lippmann-Schwinger equation in Eq. (2.10) can be
solved iteratively leading to the Born Series for the wave function. Truncating the Born
series after n iterations is then referred to as the n-th Born approximation. However, we
are mostly interested in the outcome of a scattering event, meaning in the limit r → ∞,
while the behavior of the wave function at short distances is of minor interest. The same
is true for the many-body systems in dilute cold atom experiments. There, the mean
interparticle distance d is large compared to the range of the interaction such that the
particles are far apart when they engage in the next scattering event.

2.1.1 | Scattering Amplitude

The far-field behavior of the wave function is determined by the behavior of the Green’s
function at large distances, as can be seen in Eq. (2.10). We expand G+

k (r − r′) for
r → ∞ to obtain

Ψk(r)
r→∞
= eik·r + f(k,k′)

eikr

r
, (2.14)

with k′ = kr/r and we have introduced the scattering amplitude f(k,k′),

f(k,k′) = − m

4πℏ2

∫
d3r′ e−ik′·r′

V (r′)Ψk(r
′). (2.15)

9



Chapter 2. Interactions in the Ultracold

The asymptotic form of the wave function at large distances consists of an incoming
plane wave and an outgoing spherical wave. All information about the scattering event
is contained in the scattering amplitude. Like the wave function, the scattering ampli-
tude can be computed iteratively by inserting the Lippmann-Schwinger equation from
Eq. (2.10) in Eq. (2.15),

f(k,k′) = − m

4πℏ2

∫
d3r

[
ei(k−k′)·r V (r)

+

∫
d3r′e−ik′·rV (r)Gk(r − r′)V (r′)eik·r

′
+ . . .

]
.

(2.16)

This results in an expansion in the interaction potential equivalent to the standard
perturbation theory in quantum mechanics and is called Born series of the scattering
amplitude. Accordingly, the scattering amplitude in lowest order is simply the Fourier
transform of the interaction potential V (r) [see first line of Eq. (2.16)]. We will see,
however, that an expansion in lowest order can be misleading as the Born series does
not necessarily converge.

Before we analyze the properties of the scattering amplitude in detail for isotropic
short-range potentials, we first want to comment on the form of the scattering ampli-
tude in lower dimensions, which will be crucial to understand the scattering in confined
systems in Chapter 4. We will use the following conventions throughout the rest of this
work.

Scattering Amplitude in 2D

We can follow the previous discussion and adapt it for lower-dimensional systems. While
the form of the Lippmann-Schwinger equation remains unchanged in lower dimensions,
the real space representation of the retarded Green’s function, which is the determining
factor of the far-field behavior, changes drastically. In two dimensions, the retarded
Green’s function becomes

G+
kρ
(ρ) = −m

ℏ2
i

4
H

(1)
0 (kρρ), (2.17)

where ρ is a two-dimensional vector with ρ = |ρ|, kρ is the two-dimensional wave vector
with |kρ| = kρ and H

(1)
0 is the Hankel function of zeroth order and of the first kind.

Accordingly, the Lippmann-Schwinger equation in the far-field reads

Ψkρ(ρ) = eikρ·ρ +

∫
d2ρ′G+

kρ
(ρ− ρ′)V (ρ′)Ψkρ(ρ

′)

ρ→∞
= eikρ·ρ + f(kρ,k

′
ρ)
eikρρ
√
ρ
,

(2.18)

10



2.2 Isotropic Short-Range Potentials

with k′
ρ = kρρ/ρ and where we have define the scattering amplitude as

f2D(kρ,k
′
ρ) = − m

4ℏ2

√
2i

πkρ

∫
d2ρ′ e−ik′

ρ·ρ′
V (ρ′)Ψkρ(ρ

′). (2.19)

Scattering Amplitude in 1D

In one dimension, the retarded Green’s function of a free particle is a plane wave,

G+
kz
(z) =

m

2ℏ2
1

ikz
eikz |z|. (2.20)

In the far field, the wave function is thus a superposition of the incoming and the
scattered plane wave,

Ψkz(z) = eikzz +

∫
dz′G+

kz
(z − z′)V (z′)Ψkz(z

′)

z→∞
= eikzz + f1D(kz)e

ikzz,

(2.21)

where we have introduced the scattering amplitude

f1D(kz) =
m

2iℏ2kz

∫
dz′e−ikzz′V (z′)Ψkz(z

′). (2.22)

2.2 | Isotropic Short-Range Potentials
While the discussion so far was kept very general, in the following we want to focus on
the special case of a spherical potential V (r) = V (r) of range R which decays at large
distances with a power law behavior ∼ r−n. This is motivated by the van der Waals
potential in Eq. (2.1) between neutral atoms. In particular, we are interested in the
low-energy behavior of the scattering amplitude. As in the previous section, we will
discuss the main ideas for the three-dimensional case and comment on low-dimensional
systems afterwards.

2.2.1 | Partial-Wave Decomposition

For a spherical potential, the wave function Ψk(r) and hence the scattering amplitude
f(k,k′) can be decomposed in partial waves of angular momentum l. Since V (r) is spher-
ically symmetric, the different angular momentum subspaces decouple and the problem
can be solved in each sector independently. We will not discuss the decomposition in
detail here (see e.g. [131]), but only discuss the result and its implications in the low-
energy regime. The scattering amplitude can be written in terms of the partial scattering
amplitudes fl as

f(k, θ) =
∑
l=0

(2l + 1) fl(k)Pl(cos θ), (2.23)

11



Chapter 2. Interactions in the Ultracold

where θ is the angle between k and k′, k = |k| = |k′|, and Pl(x) are the Legendre
polynomials. For low energies kR ≪ 1, the partial scattering amplitudes behave as

fl
k→0∼

{
k2l l < (n− 3)/2

kn−3 otherwise,
(2.24)

which has important implications for the scattering at low energies.
Consider the case n ≤ 3 first. All partial waves show the same k-behavior at low-

energies and must be taken into account, which makes a general treatment hard for these
so called long-range potentials. For the already mentioned dipolar interaction (n = 3)
the situation is even worse. Since it is long-range, we must in principle take into account
all partial waves, however, due to its anisotropy the angular momentum subspaces can
not be treated independently and the different partial waves couple. We will briefly
comment on the scattering amplitude for dipolar interactions in Sec. 2.4.

If n > 3, as in the case of a van der Waals interaction (n = 6), the scattering
amplitude in the low-energy regime is dominated by the l = 0 (s-wave) contribution to
the scattering amplitude and the potential is considered short-range. Notably, in the
low-energy regime f only depends on the magnitude k of the momentum and on a single
parameter, the scattering length as. It takes the form

f(k)
kR≪1
= − 1

1
as

+ ik +O(k2)
. (2.25)

The implications of Eq. (2.25) are remarkable. For low energies, scattering at short-
range potentials is universal. The exact short-range details of the interaction potential
do not appear in the scattering amplitude and scattering is fully determined by the
scattering length. Hence, two different potentials that share the same scattering length
will produce the same low-energy scattering, which reduces the complexity of calculations
for ultracold atomic gases tremendously. The true complicated potential can be replaced
by any much simpler short-range potential as long as it has the same scattering length.
The scattering amplitude in Eq. (2.25) also shows, that in the limit k → 0, the wave
function has a node at r = as,

Ψk→0(r) = 1− as
r
. (2.26)

For positive scattering lengths, this behavior is the same as for scattering on a hard
sphere of radius as, which gives an intuitive interpretation of the scattering length.

For the van der Waals interaction, the energy scale below which l ̸= 0 contributions
are irrelevant can be deduced form the height of the centrifugal barrier of the effective
radial potential

Veff =
ℏ2l(l + 1)

mr2
− C6

r6
. (2.27)
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2.2 Isotropic Short-Range Potentials

The height is of the order of the van der Waals energy EvdW = ℏ2/mR2
vdW for l =

1. As discussed in the beginning of this chapter, we are interested in extremely low
temperatures which means λT ≫ RvdW such that the typical energies involved are much
smaller than the centrifugal barrier. For the discussion of many-body systems in the later
chapters, only taking into account the s-wave contributions is therefore well-justified.

The scattering length between atoms can be precisely measured in current experiments
[132, 133], and can be seen as a given parameter for our discussion. For any short-range
potential we use in the following, we then have to make sure that it reproduces the
correct scattering length. Importantly, the scattering length between atoms can also
be tuned by an external magnetic field by means of a Feshbach resonance [134–137], a
concept which we will discuss in more detail in Sec. 2.3.2.

Universal Scattering in 2D

In lower dimensions, scattering remains universal for short-range potentials and low
energies (kR ≪ 1). This becomes apparent when considering the low-energy behavior
of the scattering amplitude in two dimensions, which is given by [138]

f2D(kρ) = −

√
2πi

kρ

1

iπ − ln(k2ρa
2
2De

2γ/4)
, (2.28)

where γ ≈ 0.577 is the Euler-Mascheroni constant and a2D denotes the scattering length
in two dimensions. Again, the scattering length is the characteristic length scale for
scattering in two dimensions. While in three dimensions the scattering amplitude is
finite in the limit k → 0, it should be noted that f2D diverges in this limit.

Universal Scattering in 1D

Just like in two and three dimensions, the scattering of low-energy particles in one
dimension is fully characterized by a single length scale, the one-dimensional scattering
length a1D [139],

f1D(kz) = − 1

1 + ikza1D
. (2.29)

Compared to two dimensions, the scattering amplitude does not diverge for kz → 0, but
loses its dependence on a1D.

Since scattering is universal in the low-energy regime, the true interaction potential
between the particles can be replaced by an arbitrary short-range potential which shares
the same scattering length. The goal of the next section is to find an interaction which
reduces the complexity of calculations, and to connect the parameters of the interaction
to the corresponding scattering length.
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Chapter 2. Interactions in the Ultracold

2.3 | Effective Interactions

In the previous section we have seen that for short-range potentials, the scattering
amplitude is uniquely characterized by the scattering length for low energies. The exact
potential between atoms is difficult to determine precisely and calculating the scattering
length becomes cumbersome. Even small errors can lead to vastly different scattering
lengths. However, since the scattering length can be measured precisely in experiments
[132, 133], it is more sensible to treat the scattering length as a given parameter in our
theories. We can then replace the exact interaction by an interaction potential which
depends on additional parameters. Ideally, the potential is chosen such that it allows for
the exact and analytic evaluation of the scattering amplitude. The parameters of the
potential can then be linked to the (measured) scattering length.

In this section, we will introduce the commonly used pseudopotential, which only
depends on a single parameter, the coupling constant g. While the connection between
the coupling constant and the scattering length is easily obtained in three dimensions,
determining the coupling constant in confined geometries becomes difficult.

A convenient approach to connect the coupling constant to the scattering length is to
use a Feshbach model where the interaction of the particles is described using multiple
scattering channels. We give a brief overview over Feshbach models before we introduce
a minimal two-channel model. This will allow us to easily connect the coupling constant
in confined geometries to the scattering length as, which will be the focus of Chapter 4.

2.3.1 | Pseudopotential

A common choice for the interaction potential is given by [140–144]

Vpseudo(r) = gδ(r)
∂

∂r
r, (2.30)

where g is the coupling constant. Since this potential contains a derivative and a zero-
range potential described by the delta-distribution, it is often called pseudopotential in
the literature. The term ∂rr serves a crucial purpose. Since a simple delta potential leads
to a spectrum that is unbound from below [145], it is ill-defined in three dimensions and
needs to be regularized. When acting on regular wave functions ψreg.(r) at r = 0, the
additional ∂rr has no influence

Vpseudo(r)ψreg.(r) = gδ(r) [ψreg.(r) + r∂rψreg.(r)] = gψreg.(0) = gδ(r)ψreg.(r). (2.31)

When acting on functions with an 1/r divergence at r = 0, the pseudopotential cir-
cumvents divergences that a simple delta potential would produce. This is crucial for
spherical waves, which play a significant role in three-dimensional scattering as seen in
Sec. 2.1.1,

To illustrate this point and at the same time connect g to the scattering length, we
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consider the Ansatz

ψ(r) = eik·r + f(k)
eikr

r
, (2.32)

and insert it into the Lippmann-Schwinger equation for the pseudopotential,

eik·r + f(k)
eikr

r
= eik·r +

∫
d3r′G+

k (r − r′)Vpseudo(r
′)

[
eik·r

′
+ f(k)

eikr
′

r′

]
= eik·r + g G+

k (r) [1 + ikf(k)] .

(2.33)

The term ∂rr regularizes the influence of the spherical wave, which would otherwise
cause a divergence. We can solve Eq. (2.33) for the scattering amplitude,

f(k) = − 1
4πℏ2
mg

+ ik
, (2.34)

and by comparing to Eq. (2.25), we obtain

g =
4πℏ2as
m

. (2.35)

As shown above, the pseudopotenial allows for the analytic evaluation of the entire
Born series, and Eq. (2.35) allows us to connect the coupling constant to the scattering
length. It is important to point out that for the calculation above we have not restricted
the discussion to low energies, meaning the pseudopotenial reproduces the scattering
amplitude in Eq. (2.25) for all values of k.

We briefly want to comment on the fact that in literature, especially in context of
mean-field theory for weakly interacting bosons, the regularization is neglected and only
the delta potential is discussed. In a lowest-order expansion like mean-field theory, only
the lowest-order contribution to the scattering amplitude, the first Born approximation,
plays a role. Higher Born approximations contain higher orders in the interaction po-
tential [see Eq. (2.16)] and can be neglected. Within first Born approximation, however,
the delta potential shows no divergences,

f1B(k,k
′) = − m

4πℏ2

∫
d3r gδ(r)ei(k−k′)·r = − mg

4πℏ2
, (2.36)

and a regularization is not necessary. As already mentioned in the introduction in
Chapter 1, in the past years experiments pushed mean-field theory to its limits and
higher-order contributions need to be included. To obtain a consistent expansion, also
higher terms in the Born series need to be included. For the pure delta potential the
second Born approximation contains a characteristic divergence,

f2B(k,k
′) = − m

4πℏ2

(
g +

mg2

ℏ2

∫
d3q

(2π)3
1

k2 − q2 + iη

)
, (2.37)

where we have Fourier transformed the last term. The ultraviolet divergence in the
second term of Eq. (2.37) will play an important role when discussing Bogoliubov theory
in Sec. 3.1.1.
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Zero-Range Potentials in Lower Dimensions

As we have seen in Sec. 2.2, scattering remains universal in lower dimensions. Like in
three dimensions, we can therefore replace the true interaction potential by a zero-range
potential as long as it reproduces the correct scattering length.

In contrast to three dimensions, in one dimension the delta potential

V1D(z) = g1Dδ(z) (2.38)

is well-defined, which means that no regularization is needed. For the potential V1D(z)
we can directly evaluate the Born series,

f(k) =
m

2iℏ2k

∫
dz′eikz

′
Ψk(z

′) =
(mg1D

2iℏ2k

)
+
(mg1D

2iℏ2k

)2
+
(mg1D

2iℏ2k

)3
+ . . .

=
∞∑
n=1

(mg1D

2iℏ2k

)n
= − 1

1− ik 2ℏ2
mg1D

,
(2.39)

where we have used the geometric series in the last step. By comparing Eq. (2.39)
to Eq. (2.22), we connect the coupling constant g1D to the scattering length in one
dimension,

g1D = − 2ℏ2

ma1D
. (2.40)

While in three dimensions a positive scattering length results in a positive coupling
constant, the opposite is true in one dimension.

Just as in three dimensions, the delta potential needs a regularization in the two-
dimensional case. While in three dimensions the term ∂rr cures the divergencies, ob-
taining a regularized zero-range potential in two dimensions is much more tedious. Since
we will never actually use the regularized pseudopotential in two dimensions, we waive
to include a discussion here but refer the reader to [139].

It is important to point out that the regularization of the delta potential strongly
depends on the dimensionality of the system, which makes a systematic treatment chal-
lenging. This is a big advantage of the two-channel model which we will introduce in
the next section. There, the basic procedure can be easily adapted for lower dimensions
or confined geometries.

2.3.2 | Feshbach model

In general, the interaction potential between colliding particles depends on internal de-
grees of freedom (e.g. spin or angular momentum) of the individual atoms. In our
discussion so far, we excluded the coupling to different interaction potentials (and there-
fore final states) and only considered scattering in a single channel. However, during a
scattering event different channels can couple, opening the possibility to tune the interac-
tion using a Feshbach resonance, a phenomenon which was independently discovered by
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Figure 2.1: Two-channel model to describe a Feshbach resonance.

Herman Feshbach [134, 135] and Ugo Fano [136, 137]. This makes ultracold atom exper-
iments a powerful platform to explore quantum many-body physics. Since we will use a
strongly simplified model in the following, we only briefly want to comment on Feshbach
resonances here but will refer the reader to [15, 18, 146] for an in-depth discussion.

The mechanism behind a Feshbach resonance is readily understood by introducing one
additional channel to our discussion. A two-channel model consists of an open and a
closed channel, where open and closed refers to the dissociation energy of the respective
interaction potential. In the open channel, the dissociation energy Vop(r → ∞) is smaller
than the energy E of the colliding particles. In line with the previous sections, we set
Vop(r → ∞) = 0. For the closed channel the dissociation energy is larger than the
energy E, Vcl(r → ∞) > E, and it supports a bound state of energy EB. This situation
is sketched in Fig. 2.1. During the scattering event, the particles can couple to this
bound (molecular) state, which drastically alters the scattering properties of the open
channel, depending on the energy of the bound state. The energy of the bound state
can be influenced, inter alia, if the molecular state and the atom pair have different
magnetic moments. Using the Zeeman effect, the energy of the bound state with respect
to the dissociation energy of the open channel can then be precisely tuned in a magnetic
field B, which alters the scattering length in the open channel. A careful study of the
two-channel model then yields the well-known formula for the scattering length as a
function of the magnetic field [147],

as = abg

(
1− ∆B

B −B0

)
, (2.41)

where abg is the background scattering length far from the resonance position B0 and ∆B
describes the width of the resonance. This opens the possibility to change the interaction
strength in cold atom experiments, a powerful tool to explore quantum many-body
physics.
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Minimal Two-Channel Model

As discussed above, two-channel (or multi-channel) models are commonly used to the-
oretically predict the behavior of the scattering length as a function of an additional
parameter, usually the magnetic field. Our use-case for the two-channel model, how-
ever, is much simpler. We only want to describe an interaction characterized by a given
scattering length as. We can therefore use a strongly simplified version to describe the
(short-range) interaction between two particles.

In the following, we consider two free particles of equal mass m in three dimensions
which only interact via the coupling to the closed channel. The coupling between the
open and the closed channel can then be readily understood if expressed by the field
operators of the particles Ψ(x) and the field operator of the molecular state Φ(z),

Hint = ḡ

∫
d3x d3y αΛ(x− y)Ψ(x)Ψ(y)Φ†

(
x+ y

2

)
+ h.c. , (2.42)

where ḡ is the coupling strength between the two channels. The field operators obey the
bosonic commutation relations,[

Ψ(x),Ψ†(y)
]
= δ(x− y),

[
Φ(x),Φ†(y)

]
= δ(x− y), (2.43)

while all other commutators vanish. The function αΛ(r) characterizes the coupling
between the open and the closed channel. It has a (cut-off) range Λ such that αΛ(r) →
δ(r) for Λ → 0, e.g. αΛ(x) = e−x2/2Λ2

/(2πΛ2)3/2. By restricting our discussion to
the Fock space containing either two particles or a single molecule and projecting onto
position space, we end up with a pair of coupled Schrödinger equations for the open and
closed channel,[

E +
ℏ2

2m
∆x +

ℏ2

2m
∆y

]
ψ(x,y) = g

∫
d3z αΛ(x− y)ϕ(z)δ

(
z − x+ y

2

)
, (2.44a)

[
E − ν0 +

ℏ2

2M
∆z

]
ϕ(z) = g

∫
d3x d3y αΛ(x− y)ψ(x,y)δ

(
z − x+ y

2

)
. (2.44b)

Here, M = 2m is the mass of the molecule, which is described by the wave function ϕ(z)
and ψ(x,y) is the wave function of the two particles in the open channel. The energy E is
given by the kinetic energy of the two particles in the open channel, E = ℏ2(k2

1+k2
2)/2m,

where ℏki is the momentum of particle i. In addition, we have introduced the (bare)
detuning ν0 of the molecular state. In this model, the particles do not feel any interaction
in the respective channels (Vop(r) = Vcl(r) = 0).

In what follows, we connect the parameters ḡ and ν0 of the two-channel model to the
scattering length as in the low-energy regime. To simplify, we introduce relative and
center-of-mass coordinates,

r = x− y, R =
x+ y

2
, (2.45)
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which allows us to separate the center-of-mass motion from the relative motion with the
Ansatz

ψ(r,R) = eiK·R ψ(r), ϕ(R) = eiK·R ϕc, (2.46)

where K = k1 + k2. Inserting the Ansatz from Eq. (2.46) into Eq. (2.44), we obtain[
ℏ2k2

m
+

ℏ2

m
∆

]
ψ(r) = gϕcαΛ(r), (2.47a)

[
ℏ2k2

m
− ν0

]
ϕc = g

∫
d3r ψ(r)αΛ(r), (2.47b)

where we have introduced the relative momentum k = ℏ(k1 − k2)/2. Inspired by the
low-energy behavior of the wave function in the open channel, we make the Ansatz

ψk(r) = eik·r + β

∫
d3r′ αΛ(r

′)Gk(r − r′), (2.48)

where Gk(r) is the retarded Green’s function introduced in Eq. (2.12) and we drop the
superscript (+) for a shorter notation. The factor β can be connected to the scattering
amplitude via the far-field behavior of the Ansatz (2.48),

f(k,k′) = − m

4πℏ2
β

∫
d3r′ αΛ(r

′)eik
′·r′
, (2.49)

with k′ = kr/r. Inserting the Ansatz into Eq. (2.47) yields

β = ḡϕc , (2.50a)(
ℏ2k2

m
− ν0

)
ϕc = ḡ

[∫
d3r αΛ(r)e

ik·r + β

∫
d3r d3r′ αΛ(r)αΛ(r

′)Gk(r − r′)

]
,

(2.50b)

which allows us to obtain a closed expression for β,

β =
ḡ2

ℏ2k2
m

− ν0 − ḡ2G(k)
. (2.51)

Here, we have introduced

G(k) =

∫
d3r d3r′ αΛ(r)αΛ(r

′)Gk(r − r′) =
m

ℏ2

∫
d3q

(2π)2
α̂2
Λ(q)

k2 − q2 + iη
, (2.52)

where α̂Λ(q) is the Fourier transform of αΛ(r).
With the scattering amplitude in Eq. (2.49) and β from Eq. (2.51) we have found a

solution for the scattering problem for arbitrary energies. To make a connection to the
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Chapter 2. Interactions in the Ultracold

universal low-energy behavior of the scattering amplitude from Eq. (2.25), we expand
the integrals in Eq. (2.49) and Eq. (2.52) for kΛ ≪ 1,∫

d3r′ αΛ(r
′)eik

′·r′ kΛ≪1
= 1 +O(k2) , (2.53a)∫

d3r d3r′ αΛ(r)αΛ(r
′)Gk(r − r′)

kΛ≪1
= − m

4πℏ2

(
1√
πΛ

+ ik

)
+O(k2). (2.53b)

This allows us to write the scattering amplitude in its well-known form,

f(k) = − 1

−4πℏ2
m

ν
ḡ2

+ ik +O(k2)
, (2.54)

where we have introduced the physical detuning

ν = ν0 + ḡ2G(0) = ν0 −
mḡ2

4π3/2ℏ2Λ
. (2.55)

Hence, the parameters of our model are connected to the scattering length via

as = − m

4πℏ2
ḡ2

ν
. (2.56)

A short note on the connection to the delta potential: For Λ → 0, we recover the delta
potential in the open channel, which is known to be unphysical in three dimensions and
needs to be regularized (see Sec. 2.3.1). For the two-channel model introduced here, this
regularization is straightforward. The physical detuning ν is connected to the scattering
length and therefore has to remain finite also in the limit Λ → 0. In turn, this means
that the bare detuning ν0 entering into the microscopic theory has to diverge in order to
ensure a finite detuning ν in Eq. (2.55), similar to the situation in interacting quantum
field theories.

The connection between the bare detuning ν0 and the physically observable detuning
ν in Eq. (2.55), as well as the connection to the scattering length in Eq. (2.56) will
become important in Chapter 4, where we use the minimal two-channel model to solve
the scattering problem for various confinements.

2.4 | Dipolar Interactions
In our discussion so far, we have focused on isotropic short-range interactions, which will
help us to understand quantum fluctuations in many-body systems in Chapter 5. While
contact interactions allow for fascinating many-body physics on their own, atoms such as
dysprosium and erbium with a strong dipolar moment have attracted a lot of interest in
recent years [37, 39, 40]. The anisotropic long-range character of the dipolar interaction
allows to observe a variety of new phenomena such as quantum droplets or supersolids
in cold atomic gases. Due to the anisotropy of the dipolar interaction, the systems
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2.4 Dipolar Interactions

can show very different behavior depending on the exact trapping potential. The parti-
cles not only interact via the dipolar interaction but also via a short-range interaction
characterized by the scattering length as. Tuning the scattering length therefore allows
to control the relative strength between the dipolar and the short-range interaction.
The tunable strength in combination with the anisotropic long-range character offer a
level of control, which makes dipolar gases the ideal playground to explore interesting
many-body physics. In this section, we will discuss the dipolar interaction and its most
important properties. For an elaborate discussion of the dipolar interaction and the
phenomena resulting from it, we refer the reader to [37, 39, 40].

For two dipoles pointing in the (normalized) directions e1 and e2 at relative distance
r, the interaction potential reads

Vdd(r) =
Cdd

4π

(e1 · e2)r
2 − 3(e1 · r)(e2 · r)

r5
. (2.57)

The coupling constant Cdd characterizes the strength of the interaction and depends
on whether the particles possess a magnetic or electric dipole moment. For this work,
we solely focus on magnetic atoms with a magnetic dipole moment µ, which results in
Cdd = µ2µ0 where µ0 is the vacuum magnetic permeability. In addition, the dipoles are
aligned (e1 = e2 = e), which simplifies Eq. (2.57) greatly,

Vdd(r) =
Cdd

4π

1− 3 cos2 θ

r3
. (2.58)

Here, θ is the angle between the polarization axis and the relative position of the
particles, e · r/r = cos θ. Depending on the orientation of the dipoles, the dipolar
interaction can be attractive, repulsive, or even vanish at the so called magic angle
θm = arccos(1/

√
3). For this work, we are particularly interested in the attractive head-

to-tail configuration (θ = 0) for the dimensional crossover in Sec. 5.4 and in the repulsive
side-by-side orientation (θ = π/2) for the one-dimensional supersolid in Chapter 6.

The Fourier transform of Eq. (2.58) [37]

Vdd(k) = Cdd

(
cos2 α− 1

3

)
, (2.59)

where α is the angle between the polarization axis and k, reveals another interesting
characteristic. Despite the r-dependence of the dipolar interaction in Eq. (2.58), the
Fourier transform in Eq. (2.59) does not depend on the magnitude of k and the k-
dependence only enters via α. Also note that Vdd(k = 0) = 0. As we will see in Sec. 3.2.3,
due to the lack of a k-dependence the excitations in a dipolar three-dimensional BEC,
despite being direction dependent, are very similar compared to a contact gas. The
situation drastically changes when the particles are confined to a trap, which will be the
focus of Chapter 6.
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Chapter 2. Interactions in the Ultracold

2.4.1 | Scattering Properties and Pseudopotential

We have discussed the scattering properties of particles interacting via an isotropic short-
range interaction in detail in Sec. 2.2. There, we have seen that the s-wave scattering
amplitude describes the scattering event fully for k → 0 and all higher partial waves
vanish. For potentials which behave as r−3 at large distances this is not true anymore
and in principle all partial waves contribute. In addition, the anisotropy of the dipolar
interaction causes the partial waves to couple. Hence, the dipolar interaction cannot be
replaced by a pseudopotential and be characterized by a scattering length.

It turns out that for magnetic atoms, the interactions in the low-energy regime can
be well described by a combination of a contact interaction and a dipolar interaction,

V (r) =
4πℏ2as
m

δ(r) +
3ℏ2add

m

1− 3 cos2 θ

r3
, (2.60)

where we have introduced the dipolar scattering length add = mµ2µ0/12πℏ2. Note
that we intentionally did not include the renormalization of the delta distribution since
Eq. (2.60) should only be understood as producing the correct scattering amplitude in
first Born approximation. To be more precise: Full numerical investigations show that
the first Born approximation of Eq. (2.60), which becomes

f1B(k) =

{
−as [1 + εdd(3 cos

2 α− 1)] ≡ −as d(α) for k ̸= 0

−as for k = 0
(2.61)

reproduces the exact scattering amplitude with high accuracy away from shape reso-
nances [35, 36]. Here, we have introduced εdd = add/as, which characterizes the relative
strength of the dipolar interaction compared to the contact interaction.

While this is very useful to study three-dimensional systems with dipolar interac-
tions, the fact that the potential (2.60) only reproduces the scattering amplitude in a
perturbative sense makes investigations where corrections to the Born approximation
become important extremely challenging. For the investigation of confined dipolar sys-
tems in Chapter 6, for example, we must choose a regime where corrections due to the
confinement-induced resonance, a concept which we will discuss in detail in Chapter 4,
do not play a role.

This concludes our overview of scattering in the low-energy regime. In the next
chapter, we review two approaches to obtain beyond-mean-field corrections in weakly
interacting Bose gases. For these approaches, a fundamental understanding of scattering
theory is crucial.
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3 | Bose Gases Beyond Mean-Field
With the experimental progress in the field of ultracold atomic gases, we have come
to the point where a perturbative lowest-order theoretical description does not explain
certain phenomena properly. For a long time, a mean-field description which assumes all
particles to be in the lowest energy state was enough to describe experiments adequately.
The corresponding description in terms of the Gross-Pitaevskii equation [8, 9] is a clas-
sical field equation and neglects quantum fluctuations entirely. For systems interacting
via a short-range contact interaction not only the depletion of the condensed state be-
came observable [55], but also corrections to the mean-field result of the ground-state
energy [56] as well as of the excitation spectrum [57, 58] have been measured. On a
theoretical level, a perturbation expansion of these systems is not trivial. Due to their
diluteness, the interactions are dominated by two-particle processes, where the parti-
cles scatter off each other and a standard quantum-mechanical perturbation series in
terms of the interaction potential is not appropriate. In the weakly interacting regime,
the characteristic kinetic energy of the system is much larger than the characteristic
interaction energy. For a three-dimensional gas of density n this translates to

ℏ2n1/3

m
≫ ng, (3.1)

where g = 4πℏ2as/m is the coupling constant introduced in Sec. 2.3.1 and m is the mass
of the bosons. The scattering in the low-energy regime can be fully described in terms
of the scattering length as (see Sec. 2.2.1). The condition in Eq. (3.1) then provides a
suitable small expansion parameter, the so called gas parameter

√
na3s ≪ 1. The next-

order corrections to the mean-field result for the three-dimensional contact gas were first
derived by Lee, Huang and Yang [52, 53] and are referred to as LHY corrections. In two-
dimensions, obtaining the beyond-mean-field behavior has been the focus of intensive
studies in the past [148–154], while in one dimension it is well understood from the exact
result of a contact gas by Lieb and Liniger [155, 156]. As we will see, on a theoretical
level the difficulty stems from the correct renormalization of the contact interaction. Also
note that a description in terms of mean-field theory inherently assumes the presence
of off-diagonal long-range order and in this sense, the beyond-mean-field corrections
only influence the short-range part of the correlations and should not be confused with
quantum fluctuations that affect spontaneous symmetry breaking in lower-dimensional
systems. In one dimension, however, it is well established that fluctuations prevent
the appearance of off-diagonal long-range order even at zero temperature [78–80]. In
the weakly interacting regime, however, quasi-long-range order can survive [84], which
justifies the use of mean-field theory. One can understand this phenomenon as locally
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Chapter 3. Bose Gases Beyond Mean-Field

there is still a high number of particles in the condensate and quantum fluctuations only
suppress the coherence between these local condensates on large distances. The effect of
quantum fluctuations on one-dimensional supersolids and the applicability of mean-field
theory will be the main focus of Chapter 7.

In this chapter we want to discuss two common methods to obtain beyond-mean-field
corrections in the weakly interacting regime, which we will use throughout this work.
Since the remainder of this work relies on a deep understanding of these methods, we
dedicate the entire chapter to them. We mainly focus on three-dimensional systems to
discuss the strengths and weaknesses of the two approaches. We start with a discussion
of Bogoliubov theory [4] and afterwards we briefly introduce the approach of Hugen-
holtz and Pines [7], which allows for an elegant treatment of the dimensional crossover
in Chapter 5. To conclude this chapter, we will briefly discuss the beyond-mean-field cor-
rections for the one- and two-dimensional contact gas as well as for the three-dimensional
dipolar gas.

3.1 | 3D Contact Gas: Methods
We start by investigating a dilute weakly interacting gas of bosons at temperature T =
0. The particles interact via an isotropic short-range interaction characterized by the
scattering length as.

3.1.1 | Bogoliubov Theory

In this section, we will use Bogoliubov theory [4] to derive the ground-state energy and
excitation spectrum of weakly interacting bosons of mass m. Bogoliubov theory has
become a cornerstone in describing weakly interacting systems, such that an elaborate
discussion can be found in many textbooks. In this short summary of the most important
concepts, we loosely follow the excellent explanation of Noziére and Pines [157].

On a microscopic level, the Hamiltonian describing N interacting bosons in a box of
volume Ω consists of the single-particle Hamiltonian

H0 =
∑
k

ϵ0(k)a
†
kak, (3.2)

with the dispersion relation ϵ0(k) = ℏ2k2
2m

and the two-body interaction

HI =
1

2Ω

∑
k,k′,q

V (q)a†k+qa
†
k′−qak′ak, (3.3)

where a(†)k are the annihilation (creation) operators of a particle with momentum k and
V (q) is the two-body potential in momentum space. The creation and annihilation
operators obey the usual bosonic commutation relations[

ak, a
†
k′

]
= δk,k′ , (3.4)
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3.1 3D Contact Gas: Methods

where δk,k′ is the Kronecker delta and all remaining commutators vanish. For now, let us
not specify the interaction and remain in this general framework. Then, the microscopic
Hamiltonian is given by

H = H0 +HI =
∑
k

ϵ0(k)a
†
kak +

1

2Ω

∑
k,k′,q

V (q)a†k+qa
†
k′−qak′ak. (3.5)

Note that while we formulate the Hamiltonian for a three-dimensional box, adapting the
approach to lower dimensions is straightforward.

The general microscopic Hamiltonian poses an extremely difficult quantum many-
body problem, but for weak interactions and low temperatures the treatment simplifies
drastically. In what follows, we only consider the temperature T = 0. In absence of
interactions, all bosons occupy the lowest energy state k = 0, the condensate mode, such
that N0 = N , where N0 is the number of particles in the condensate mode. We can then
write the ground state as the Fock state

|Nk=0, 0k1 , 0k2 , . . .⟩ . (3.6)

This changes in the presence of interactions and the condensate mode depletes. For weak
interactions, however, we expect the majority of particles to remain in the condensate
mode which means N ′/N ≪ 1, where N ′ = N − N0 is the number of excited particles.
In this case, the action of the operators a(†)0 on a state with N0 condensed particles,

a0 |N0, . . .⟩ =
√
N0 |N0 − 1, . . .⟩

a†0 |N0, . . .⟩ =
√
N0 + 1 |N0 + 1, . . .⟩ ,

(3.7)

reveals an important property of the system. Since N0 is large, a state differing by ±1
particles in the condensed state will have a huge overlap with the original state |N0, . . .⟩,
especially in the thermodynamic limit. This means

a0 |N0, . . .⟩ ≈
√
N0 |N0, . . .⟩

a†0 |N0, . . .⟩ ≈
√
N0 |N0, . . .⟩ .

(3.8)

In the thermodynamic limit a0 and a†0 have the same action on the state |N0, · · ·⟩. Hence,
they commute and we can replace them by the number

√
N0 in our discussion, a(†)0 →√

N0. This replacement is referred to as the Bogoliubov prescription. Two important
points should be kept in mind: First, the Bogoliubov prescription is only determined
up to a constant phase, which does not change any physical property of the system.
The ground state of the system randomly chooses one phase, and thus spontaneously
breaks the continuous gauge symmetry, leading to a Goldstone mode [102–105]. Second,
the Bogoliubov prescription inherently implies off-diagonal long-range order of the one-
particle density matrix,

⟨ψ†(r)ψ(0)⟩ r→∞
= n0, (3.9)
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Chapter 3. Bose Gases Beyond Mean-Field

where n0 = N0/Ω and the bosonic field operators are given by

ψ(r) =
1√
Ω

∑
k

eik·rak and ψ†(r) =
1√
Ω

∑
k

e−ik·ra†k. (3.10)

This means that the use of the Bogoliubov prescription is in principle not justified in
one dimension. We will comment on the one-dimensional Bose gas in Sec. 3.2.1.

With the Bogoliubov prescription, the Hamiltonian in Eq. (3.5) splits into different
orders of N0,

H =
∑
k

ϵ0(k)a
†
kak

+
N2

0V (0)

2Ω

+
∑′

k

[
N0

Ω
[V (0) + V (k)]a†kak +

N0V (k)

2Ω

(
a†ka

†
−k + aka−k

)]
+
∑′

k,q

V (q)

2Ω

√
N0

(
a†k+qaqak + a†k+qa

†
−qak

)
+
∑′

k,k′,q

V (q)

2Ω
a†k+qa

†
k′−qak′ak,

(3.11)

where the primed sum indicates the absence of the condensate mode. The fourth and
fifth line describe interactions where only a single or no condensed particles are involved,
respectively. In the dilute, weakly interacting regime, those contributions can be ignored
within our order of approximation. The second line is the lowest-order contribution to
the ground-state energy, the mean-field energy. The remaining terms, however, show a
crucial problem stemming from the Bogoliubov prescription: Our initial problem was
to find a solution for N interacting bosons, but Eq. (3.11) only contains the number of
condensed particles N0. Since the condensate mode is treated classically, the Hamilto-
nian in Eq. (3.11) does not conserve the particle number anymore. A convenient way to
restore the particle number conservation was introduced by Hugenholtz and Pines [7].
For now, we will only use their results, but their approach will be the main focus of
Sec. 3.1.2. We introduce the grand canonical description

H ′ = H − µN̂ ′, (3.12)

where N̂ ′ =
∑′

k
a†kak is the particle number operator for the excited particles. Sur-

prisingly, the chemical potential µ still fulfills the thermodynamic relation [7]

µ =
∂E

∂N
, (3.13)

where E is the ground-state energy. This allows us to search the ground state of H ′

in Eq. (3.12) for a fixed chemical potential and afterwards use Eq. (3.13) to obtain the
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3.1 3D Contact Gas: Methods

ground-state energy as a function of a fixed particle number N . In addition, we do not
need to distinguish between the particle number N and the condensate number N0 as
the difference will only become relevant for higher-order corrections.

Under these considerations, we obtain the quadratic Hamiltonian

H ′ =
N2V (0)

2Ω
+

1

2

∑′

k

:

(
a†k
a−k

)[(
χ 0
0 χ

)
+

(
η η
η η

)](
ak
a†−k

)
: , (3.14)

where : Ô : is the normal ordered operator Ô and we have introduced

χ = ϵ0(k) + nV (0)− µ and η = nV (k). (3.15)

Here, n = N/Ω is the particle density. To diagonalize the quadratic Hamiltonian in
Eq. (3.14), we make use of a Bogoliubov transformation and introduce the new operators
b
(†)
k , which are connected to a(†)k by

ak = ukbk − vkb
†
−k and a†k = ukb

†
k − vkb−k. (3.16)

The real Bogoliubov amplitudes uk and vk have to fulfill the condition u2k − v2k = 1
such that the transformation is canonical and the new operators satisfy the bosonic
commutation relations [

bk, b
†
k′

]
= δk,k′ , (3.17)

while all other commutators vanish. A short calculation then leads to the amplitudes

u2k =
1

2

[
ϵ0(k) + n0V (k)

ϵ(k)
+ 1

]
, v2k =

1

2

[
ϵ0(k) + n0V (k)

ϵ(k)
− 1

]
, (3.18)

where

ϵ(k)2 = χ2 + 2χη (3.19)

is the excitation spectrum. The diagonal Hamiltonian then reads

H ′ = E +
∑′

k

ϵ(k)b†kbk , (3.20)

with the ground-state energy

E =
N2V (0)

2Ω
+

1

2

∑′

k

ϵ(k)− χ− η. (3.21)

Both, the ground-state energy and the excitation spectrum still depend on the chemical
potential µ. In lowest order, the chemical potential is given by

µ(1) =
d

dN

N2V (0)

2Ω
= nV (0), (3.22)
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and the excitation spectrum becomes gapless,

ϵ(k) =
√
ϵ0(k)2 + 2nV (k)ϵ0(k) , (3.23)

as required by the famous Hugenholtz-Pines relation [7]. In the thermodynamic limit,
we end up with the energy density

E

Ω
=
n2V (0)

2
+

1

2

∫
d3k

(2π)3
[ϵ(k)− ϵ0(k)− nV (k)] . (3.24)

As we have seen during the discussion of the scattering problem in Chapter 2, in the
low-energy regime the scattering of particles becomes universal. Thus, we can replace the
true interatomic potential V (k) by a much simpler potential, as long as it reproduces the
same scattering properties. A common choice is the delta interaction, which produces
the correct scattering properties only in first Born approximation. Its Fourier transform
is given by

V (k) = g =
4πℏ2as

m
. (3.25)

Inserting the potential from Eq. (3.25) into the excitation spectrum Eq. (3.23) yields
the famous Bogoliubov excitation spectrum for the quasi-particles,

ϵ(k) =

√
ℏ2k2
2m

(
2ng +

ℏ2k2
2m

)
. (3.26)

For low momenta, the spectrum is linear,

ϵ(k)
k→0
= ℏ|k|c, (3.27)

where c =
√
ng/m is the sound velocity, while for large momenta, we recover the

spectrum of a free particle ϵ ∼ k2.
While the potential in Eq. (3.25) yields the correct Bogoliubov spectrum, inserting

Eq. (3.25) into the ground-state energy in Eq. (3.24) reveals a fundamental problem:
The integral does not converge due to an ultraviolet diverging term of the form

∼
∫

d3k

(2π)3
1

k2
. (3.28)

The reason behind this divergence within Bogoliubov theory is not obvious and explana-
tions in literature are often vague. Two important points need to be kept in mind: First,
Bogoliubov theory is not a standard perturbation expansion in V (k). In the language
of quantum field theory, the Bogoliubov transformation can be seen as way to sum an
entire class of interaction diagrams, namely those connected diagrams with an internal
momentum pair (k,−k) and repetitions of it [158]. Second, the use of the delta potential
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3.1 3D Contact Gas: Methods

can be misleading. As already discussed in Sec. 2.3.1, the delta potential is not a phys-
ical potential and needs to be regularized. Interestingly, however, V (k) in Eq. (3.25)
coincides with the low-energy T -matrix, which accounts for all ladder-diagrams of the
interaction. Using the Bogoliubov transformation in Eq. (3.16) and inserting V (k) com-
bines the summation of two types of diagrams but unfortunately also leads to diagrams
being counted more than once. This causes the energy to diverge. A detailed discussion
of this double counting can be found in [157] or in a previous work [159]. Luckily, it
turns out that this double counting is easily fixed by adding the term∫

d3k

(2π)3
n2g2

4ϵ0(k)
(3.29)

to the ground-state energy.
We also want to briefly discuss the most common argument to cure the divergence.

As we go beyond the mean-field approximation, also higher orders in the scattering
amplitude become important. However, if we use the simple delta potential in Eq. (3.25),
we have to keep in mind that we have determined the coupling constant g only within
first Born approximation [see Eq. (2.36)]. Within mean-field theory, this leading order
expansion is sufficient. For the energy in Eq. (3.24) higher orders in as appear, which
means we also have to include corrections for g on the mean-field level for a consistent
expansion in na3s . Using the second Born approximation for the delta interaction in
Eq. (2.37) means we have to use

V (0) = g

(
1 + g

∫
d3k

(2π)3
1

2ϵ0(k)

)
(3.30)

for the mean-field energy, which exactly provides the term in Eq. (3.29).
Both methods lead to the same result, a consistent expansion in terms of the scattering

length as. While the diagrammatic approach makes the physical problem very clear, the
latter regularization highlights an important property of beyond-mean-field corrections:
They are on the same level of accuracy as the second Born approximation, which will
become important for the discussion of the dimensional crossover in Chapter 5.

Including the renormalization, we obtain the well-known result

E

Ω
=
n2g

2
+

1

2

∫
d3k

(2π)3

[
ϵ(k)− ϵ0(k)− ng +

n2g2

2ϵ0(k)

]

=
2πℏ2as

m
n2

(
1 +

128

15
√
π

√
na3s

)
,

(3.31)

which was first obtained by Lee, Huang and Yang (LHY) [52, 53]. Note that to obtain
the LHY correction, we integrate over all momenta in Eq. (3.31) but as discussed in
Chapter 2, scattering is only universal in the low-energy regime. However, the dominant
contribution the LHY correction stems from momenta k ∼ 1/ξh, where ξh =

√
ℏ2/2mng

is the healing length such that kas ∼
√
na3s ≪ 1 and the error is negligible.
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Chapter 3. Bose Gases Beyond Mean-Field

As we have seen in this section, Bogoliubov theory is a straightforward method to
obtain the excitation spectrum of the weakly interacting Bose gas but to obtain the
beyond-mean-field correction of the ground-state energy, a manual regularization is nec-
essary. This makes its use for the dimensional crossover in Chapter 5 not ideal. In
the following section, we will discuss the field-theoretic approach of Hugenholtz and
Pines [7], which will allow us to cure divergences systematically.

3.1.2 | Field-Theoretic Approach

While Bogoliubov theory is the most widely known approach to treat the weakly inter-
acting Bose gas, we have seen in the previous section that its simplicity comes with a
cost: Divergencies have to be cured manually and the reason behind the divergencies is
not obvious from the approach.

A less known method to treat dilute Bose gases relies on methods from quantum field
theory. While these methods are much more involved than Bogoliubov theory, they allow
for a consistent treatment and provide a good understanding of the underlying divergen-
cies. First developed by Beliaev for a weakly interacting Bose gas at zero temperature,
he was able to reproduce the LHY correction [5, 6], while the approach of Hugenholtz
and Pines [7] in 1959 allowed them to verify corrections to the LHY result, which were
first obtained by Wu [160]. In addition, Hugenholtz and Pines were able to connect the
chemical potential to the proper self-energies, which is known as the Hugenholtz-Pines
theorem and results in a gapless excitation spectrum.

In the following, we give a brief introduction of the approach of Hugenholtz and Pines.
For an elaborate discussion, we refer the reader to the original publications [5–7], the
detailed discussion in [161] or a previous work [159].

We start with the same Hamiltonian as in the previous section, but expressed in terms
of the field operators,

ψ(r) =
1√
Ω

∑
k

eik·rak and ψ†(r) =
1√
Ω

∑
k

e−ik·ra†k, (3.32)

which results in
H = H0 +Hint

= − ℏ2

2m

∫
d3rΨ†(r)∇2Ψ(r) +

1

2

∫ ∫
d3r d3r′Ψ†(r)Ψ†(r′)Ṽ (r − r′)Ψ(r′)Ψ(r).

(3.33)

The field operators obey the bosonic commutation relations[
ψ(r), ψ†(r′)

]
= δ(r − r′), (3.34)

while the remaining commutators are identical to zero. As in the Bogoliubov approach,
we replace the operators of the condensate mode a(†)0 →

√
N0, which results in

ψ(r) →
√
n0 +

1√
Ω

∑′

k

eik·rak, (3.35)
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3.1 3D Contact Gas: Methods

where n0 is the density of condensed particles. With the Bogoliubov prescription, the
Hamiltonian in Eq. (3.33) splits into different orders of n0 and does not conserve the
particle number anymore. We introduce a Lagrange multiplier, the chemical potential
µ, to impose the subsidiary condition

N = N0 +
∑′

k

⟨Φint(n0)|a†kak|Φint(n0)⟩ , (3.36)

where |Φint(n0)⟩ is the interacting ground state. Then, the grand canonical Hamiltonian
reads

H ′(n0, µ) = H0 +Hint(n0)− µN ′. (3.37)

As shown by Hugenholtz and Pines [7], the thermodynamic relation

µ =
dE

dN
(3.38)

still holds after the Bogoliubov prescription and allows us to obtain the ground-state
energy for a fixed particle number N .

So far, the procedure is very similar to the Bogoliubov approach of the previous
section. To make use of the standard methods of quantum field theory, we introduce the
two-point Green’s function

iG(x, y) = ⟨Φint|T
[
Ψ(x)Ψ†(y)

]
|Φint⟩ , (3.39)

where T is the time-ordering operator and x, y are four-vectors. Like the field operators,
separating the condensate mode splits the Green’s function

iG(x, y) = n0 + iG′(x, y) (3.40)

such that G′(x, y) does not contain any condensate operators anymore. In Fourier space
this results in

iG′(k, t2 − t1) = ⟨Φint|T
[
ak(t1)a

†
k(t2)

]
|Φint⟩ for k ̸= 0. (3.41)

The goal is then to connect all relevant physical observables toG′, which can be evaluated
with the standard methods of quantum field theory. While the connection to the particle
number is straightforward,

N = ⟨Φint|N̂ |Φint⟩ = N0 + lim
η→0+

∑′

k

iG′(k, η) = N0 + lim
η→0+

Ω

∫
d4k

(2π)4
iG′(k)eik0η,

(3.42)

the connection to the ground-state energy requires effort but yields

E =
1

2
µN + lim

η→0+

Ω

2

∫
d4k

(2π)4

(
ℏk0 +

ℏ2k2

2m

)
iG′(k)eik0η. (3.43)

31



Chapter 3. Bose Gases Beyond Mean-Field

Note that in this section k is a four-vector with zero-component k0 and not |k|. In the
following, the limit η → 0+ will be implicit. It is important to point out that Eq. (3.43)
for the ground-state energy is a differential equation since µ = dE/dN , which appears
on both sides of Eq. (3.43). In the low-density limit, however, we will see that we can
use a lower-order expression for µ on the right-hand side to obtain the correct expansion
of E.

The relations above show that the remaining task is to determine the Green’s func-
tion G′. To do so, we want to point out that after the Bogoliubov prescription, any
annihilation operator in H ′ destroys the non-interacting ground state |Φ0⟩, in which all
particles are in the condensate mode [see Eq.(3.6)]. In the language of quantum field
theory |Φ0⟩ acts as the non-interacting vacuum and all standard methods from quantum
field theory become applicable. We waive to include the detailed procedure here since a
much more elaborate discussion can be found in any standard textbook on many-body
physics, e.g. [161–163] only to name a few. When comparing the treatment to other
physical systems, however, one should keep in mind that here, the particle number is
not conserved and additional proper self-energies Σ have to be introduced to correctly
include the condensate. Without going into too much detail, these proper self-energies
can be represented as

k

k

Σ11

k

k

Σ12

k

k

Σ21 , (3.44)

where a solid line represents the free propagator of non-condensed particles, while
each dashed line contributes a factor

√
n0 and represents the condensate. The non-

conservation of particles becomes apparent in Σ12 and Σ21, which describe the excita-
tion of two particles with opposite momenta from the condensate or the creation of two
condensed particles from two particles with opposite momenta, respectively.

The Green’s function G′ can then be expressed in terms of the proper self-energies
resulting in

G′(k) =
k0 + (ϵ0(k)− µ) /ℏ+ S(k)− A(k)

[k0 − A(k)]2 − [(ϵ0(k)− µ) /ℏ+ S(p)]2 + Σ12(k)Σ21(k)
, (3.45)

where

S(k) =
1

2
[Σ11(k) + Σ11(−k)] and A(k) =

1

2
[Σ11(k)− Σ11(−k)] . (3.46)

For a resting uniform gas Eq. (3.45) simplifies since Σ12 = Σ21. In addition, also the
chemical potential can be directly related to the proper self-energies,

µ = ℏ [Σ11(0)− Σ12(0)] , (3.47)
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3.1 3D Contact Gas: Methods

which is known as the Hugenholtz-Pines theorem [7]. It is important to note that
Eq. (3.13) holds for all orders of perturbation theory, which means different orders of
the ground-state energy can be treated independently. Thus, the problem reduces to
finding consistent expressions for the proper self energies.

In lowest order, the proper self-energies and in turn the chemical potential vanish. We
recover the propagator of a free particle

G′(0)(k) =
1

k0 − ϵ0(k)/ℏ+ iη
,

which results in

E(0) − 1

2
µN = 0 (3.48)

as the integral on the right-hand side of Eq. (3.43) vanishes. By solving this differential
equation,

E(0) − 1

2

dE(0)

dN
N = 0 ⇔ E(0) = αN2, (3.49)

we make an important observation: The differential equation leaves terms of the order
N2 undetermined. This will be crucial as divergences within Bogoliubov theory exactly
appeared in terms ∼ N2 [see Eq. (3.29)].

For the first non-trivial order of the proper self-energies, a variety of diagrams share
the same order in n0, which we all have to take into account. Those are precisely the
diagrams that describe scattering between particles such that for low-energies kas ≪ 1,
they can be connected to the low-energy scattering amplitude Eq. (2.25),

Σ
(1)
11 (k) = + + + . . .

+ + + + . . .
|k|as≪1
≈ −8πℏn0

m
f(0) (3.50a)

Σ
(1)
12 (k) = + + + . . .

|k|as≪1
≈ −4πℏn0

m
f(0) (3.50b)

Σ
(1)
21 (k) = + + + . . .

|k|as≪1
≈ −4πℏn0

m
f(0), (3.50c)

where f(0) = −as. Using the Hugenholtz-Pines theorem from Eq. (3.47) then allows us
to obtain the mean-field chemical potential

µ(1) = gn0, (3.51)
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Chapter 3. Bose Gases Beyond Mean-Field

where we make use of the coupling constant g = 4πℏ2as/m. The chemical potential in
Eq. (3.51) fixes the mean-field energy to

E(1) = Emf =
ng

2
N. (3.52)

Note that we have replaced N0 → N , consistent with Eq. (3.49) and with the discussion
below. The proper self-energies in Eq. (3.50) also allow us to obtain the corrections to
the mean-field result. We obtain the Green’s function

G′(k) =
u2k

k0 − ϵk/ℏ+ iη
− v2k
k0 + ϵk/ℏ− iη

, (3.53)

where

u2k =
1

2

[
ϵ0(k) + n0g

ϵ(k)
+ 1

]
and v2k =

1

2

[
ϵ0(k) + n0g

ϵ(k)
− 1

]
(3.54)

coincide with the Bogoliubov amplitudes for the pseudopotential [see Eq. (3.18)]. Here,
ϵ(k) is the excitation spectrum,

ϵ(k)2 = ϵ0(k)
2 + 2n0gϵ0(k) . (3.55)

The Green’s function in Eq. (3.53) allows us to obtain corrections to mean-field theory.
First, let us consider the quantum depletion of the condensate. By inserting Eq. (3.53)
into Eq. (3.42), we obtain the fractional depletion

n− n0

n
=

1

n

∫
d4k

(2π)4
iG′(k)eik0η =

1

n

∫
d3k

(2π)3
v2k

=
8

3
√
π

(n0as)
3/2

n
<

8

3

(
na3s
π

)1/2

≪ 1,

(3.56)

where in the first line, we have closed the integration contour in the upper half-plane.
As the depletion is small, we can safely assume n0 ≈ n in the following.

Inserting the Green’s function into Eq. (3.43) and again closing the contour of the
k0-integration in the upper half-plane, yields the differential equation

ε(2) − n

2

dε(2)

dn
=

1

2

∫
d3k

(2π)3
[ϵ0(k)− ϵ(k)] v2k

=
1

4

∫
d3k

(2π)3

[
2ϵ0(k)

2 + 3ϵ0(k)ng√
ϵ0(k)2 + 2ϵ0(k)ng

− 2ϵ0(k)− ng

]

≡ l(n)

2
,

(3.57)
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3.2 Beyond-Mean-Field Corrections in Other Systems

where we have introduced the energy density ε = E/Ω. The solution to this differential
equation is then given by

ε(2)(n) = −n2

∫ n

0

dn′ l(n
′)

n′3 . (3.58)

Note that the first-order differential equation (3.57) requires an additional constraint for
a unique solution. The mean-field result in Eq. (3.52) has to be the leading order for a
consistent expansion in the weakly interacting regime. For a three-dimensional gas, this
means that corrections have to decay faster than n2 for n → 0. Hence, we have set the
lower limit of the integration in Eq. (3.58) to zero, such that the integral itself vanishes
for n→ 0. By performing the n′-integration, we end up with

ε(2)(n) =
1

2

∫
d3k

(2π)3

[
ϵ(k)− ϵ0(k)−

4πℏ2asn

m
+

(4πℏ2asn/m)2

2ϵ0(k)

]
, (3.59)

such that we recover the correct ground-state energy including the LHY correction,

E

Ω
= ε(1) + ε(2) =

2πℏ2as

m
n2

(
1 +

128

15
√
π

√
na3s

)
. (3.60)

Within this field-theoretic approach a manual regularization of the ground-state en-
ergy is not necessary. In fact, the correct choice of the lower integration limit in Eq. (3.57)
provides the required term to cure the divergence in Bogoliubov theory. The lower in-
tegration limit, however, requires the knowledge of the correct mean-field energy ∼ n2.
While this is not a problem for the three-dimensional or pure one- or two-dimensional
gas, the correct mean-field term in the low-dimensional regime of a confined system is
not obvious, as we will see in Chapter 5.

3.2 | Beyond-Mean-Field Corrections in Other
Systems

We conclude this chapter by giving a brief overview of the beyond-mean-field corrections
in systems we will need in later chapters. This includes the one- and two-dimensional
contact gas, as well as the three-dimensional dipolar gas.

3.2.1 | 1D Contact Gas

Quantum fluctuations prevent the appearance of off-diagonal long-range order for the
one-dimensional Bose gas [81–84, 149], and the use of mean-field theory, which inherently
assumes the presence of a condensate, is in principle not justified. The one-dimensional
Bose gas with a delta interaction, however, is well understood from the exact solution of
the Lieb-Liniger model [155, 156]. The interaction strength is characterized by comparing
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Chapter 3. Bose Gases Beyond Mean-Field

the characteristic kinetic energy ℏ2n2
1D/m to the characteristic interaction energy n1Dg1D,

where n1D = N/L is the one-dimensional density, L is the quantization length and the
coupling constant g1D is connected to the scattering length a1D via g1D = −2ℏ2/ma1D [see
Eq. (2.40)]. In contrast to the three-dimensional system, this means that the interaction
strength decreases for an increasing density. In the strongly interacting regime,

ℏ2n2
1D

m
≪ n1Dg1D ⇔ 1

|n1Da1D|
≫ 1, (3.61)

and one recovers the Tonks-Girardeau gas, a gas of impenetrable bosons [21, 22]. Sur-
prisingly, in the weakly interacting regime where 1/|n1Da1D| ≪ 1, Lieb and Liniger found
that Bogoliubov theory still provides an accurate description for the ground-state energy
and the excitation spectrum. This can be understood as the one-body density matrix
still exhibit quasi-long-range order [81–84],

⟨Ψ†(x)Ψ(0)⟩ ∼ |x|−1/2K , (3.62)

where K = πℏn1D/(mc) and c2 = n1Dg1D/m is the sound velocity. In the weakly inter-
acting regime K ≫ 1 such that fluctuations only suppress coherence on large distances.

Within Bogoliubov theory no divergences appear for the ground-state energy since
V (z) = g1Dδ(z) is a true physical potential and does not need a regularization, as
discussed in Sec. 2.3.1. Adapting Eq. (3.24) to one dimension one obtains

E

L
= − ℏ2

ma1D
n2

1D

(
1− 4

√
2

3π

1√
|n1Da1D|

)
(3.63)

in the weakly interacting regime. On first sight it might be confusing that the beyond-
mean-field corrections scale as ∼ n

3/2
1D , which is lower than the mean-field energy. How-

ever, this is consistent with our discussion of weak interactions since the mean-field result
has to become the dominant contribution for n1D → ∞. Note that the absence of a true
condensate becomes apparent if we try to calculate the depletion of the condensate [see
Eq. (3.56)],

n1D − n0

n1D
=

1

2n1D

∫ ∞

−∞

dk

(2π)

[
ϵ0(k) + n0g1D√

ϵ0(k)2 + 2n0g1Dϵ0(k)
− 1

]
∼ ln

(
ξ

L

)− 1
K

, (3.64)

which results in a diverging depletion in the thermodynamic limit L→ ∞. The influence
of quantum fluctuations on the appearance of order will be discussed in more detail in
Chapter 7.

3.2.2 | 2D Contact Gas

In two dimensions, off-diagonal long-range order only survives at temperature T = 0.
While the beyond-mean-field corrections for the three- and one-dimensional Bose gas
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3.2 Beyond-Mean-Field Corrections in Other Systems

were obtained in the late 1950s [52, 53] and early 1960s [22, 155, 156], respectively,
obtaining the beyond-mean-field correction for the two-dimensional Bose gas turned
out to be much harder. Problems of a consistent expansion arise due to a logarithmic
dependence of the chemical potential µ on the two-dimensional density n2D. Hence, even
obtaining the chemical potential in lowest-order becomes difficult. A detailed discussion
goes far beyond the scope of this work, but intensive studies led to the ground-state
energy of the form [150–154],

E

A
=

2πℏ2n2
2D/m

ln( 1
n2Da22D

) + ln
[
ln( 1

n2Da22D
)
]
− ln(e2γπ

√
e)
. (3.65)

Here, A is the quantization area, a2D is the scattering length in two dimensions in-
troduced in Sec. 2.2.1, and γ ≈ 0.577 is the Euler-Mascheroni constant. Form the
ground-state energy in Eq. (3.65) it also becomes clear, that the small parameter in the
weakly interacting regime is given by [148]

1

| ln(n2Da22D)|
≪ 1. (3.66)

For the discussion of the dimensional crossover in Chapter 5, Eq. (3.65) and Eq. (3.66)
will be sufficient to compare our results.

3.2.3 | 3D Dipolar Gas

With the field-theoretic approach introduced in Sec. 3.1.2, obtaining the beyond-mean-
field correction for a dipolar Bose gas is straightforward. Instead of the scattering
amplitude from Eq. (2.25) for an isotropic short-range potential, we make use of the
scattering amplitude for dipolar particles introduced in Eq. (2.61). We obtain

E

Ω
=

2πℏ2asn
2

m
+

1

2

∫
d3k

(2π)3

[
ϵ(k)− ϵ0(k)−

4πℏ2asd(θ)n

m
+

(4πℏ2asd(θ)n/m)2

2ϵ0(k)

]
,

(3.67)

where θ is the angle between the polarization and k. The dipolar interaction also affects
the excitation spectrum, which is now given by

ϵ(k)2 = ϵ0(k)
2 +

8πℏ2asd(θ)n

m
ϵ0(k). (3.68)

The spectrum is still linear for k → 0, but the sound velocity depends on θ. Since the
dipolar scattering amplitude does not depend on the absolute value of k, evaluating the
integral yields a similar result compared to Eq. (3.31),

E

Ω
=

2πℏ2as

m
n2

[
1 +

128

15
√
π

√
na3sQ5(εdd)

]
, (3.69)
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Figure 3.1: Real (black line) and imaginary (orange line) part of the function Q5(εdd). The
dashed gray line shows the series expansion of Q5 around εdd = 0 up to order ε2dd.

where

Q5(εdd) =
1

2

∫ π

0

dθ sin(θ)
[
1 + εdd

(
3 cos2(θ)− 1

)]5/2 (3.70)

stems from the angular dependence of the scattering amplitude. The beyond-mean-field
correction for the weakly interacting dipolar gas was first obtained by Lima and Pelster
using Bogoliubov theory [54]. Importantly, the function Q5(εdd) becomes complex for
εdd > 1. This means that the gas shows an instability if the dipolar interaction is
stronger than the contact repulsion. We show the real and imaginary part of Q5(εdd)
in Fig. 3.1. For εdd = 0 the dipolar interaction is absent and we recover the LHY
correction since Q5(0) = 1. In the range 0 < εdd < 1, the function Q5(εdd) is real and
often approximated by

Q5(εdd) ≈ 1 +
3

2
ε2dd. (3.71)

While this approximation gives accurate results for εdd ⪆ 0, deviations from the exact
result become apparent for εdd > 1. Here, Q5 picks up an imaginary part, which
indicates an instability of the system as the dipolar interaction dominates over the
contact repulsion. Close to εdd = 1, this imaginary part is extremely small. Since a
consistent treatment for εdd > 1 is still missing and the imaginary part is small, it is
usually ignored.

How does the imaginary part of the energy arise? In Fig. 3.2, we plot the (dimen-
sionless) squared excitation spectrum ϵ(k)2/(ng)2 from Eq. (3.68) in the kx-kz-plane for
εdd = 1.1. Here, g = 4πℏ2as/m is the coupling constant and ξh =

√
ℏ2/2mng the heal-

ing length. For εdd > 1, the excitation spectrum shows a phonon instability, meaning it
becomes imaginary for k → 0. This is highlighted by the orange region in Fig. 3.2 where
ϵ2 < 0. Integrating over the orange region in Eq. (3.67) precisely results in the imaginary
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3.2 Beyond-Mean-Field Corrections in Other Systems

Figure 3.2: Squared dimensionless excitation spectrum in the kx-kz-plane. In the orange
region ϵ2 < 0 and the system shows a phonon instability.

contribution of Q5. Note that the dominant contribution comes from θ = π/2, which
are excitations orthogonal to the polarization of the gas.

The beyond-mean-field correction for the 3D dipolar Bose gas in Eq. (3.69) plays a
fundamental role in the description of dipolar droplets and supersolid states. While a
mean-field description predicts a collapse of the dipolar gas, the repulsive beyond-mean-
field correction ∼ n5/2 stabilizes these systems [45, 49]. However, for the trapped finite-
size systems, the actual beyond-mean-field term is not known and the description relies
on the local-density approximation. Therefore, it is important to investigate whether
the use of the local-density approximation is even justified, which we will investigate
for a trapped contact gas in Chapter 5. Since for dipolar droplets and supersolid states
εdd > 1, the use of local-density approximation also leads to imaginary contributions
to the ground-state energy in the description of these systems. Hence, future work is
required to investigate the beyond-mean-field corrections beyond the instability and in
trapped geometries for dipolar quantum gases.

This concludes our discussion on beyond-mean-field effects in weakly interacting Bose
gases. We will use the methods and results introduced in this chapter throughout the
rest of this work.
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4 | Scattering in Confined Geometries

In this chapter, we will derive the confinement-induced resonance for a one-dimensional
geometry with periodic boundary conditions. To illustrate the power of our approach,
we will also provide alternative derivations for the quasi-two-dimensional geometry with
periodic boundary conditions, as well as for the low-dimensional description of scattering
in a harmonic confinement.

4.1 | Introduction

In our discussion in Chapter 2, we have only considered scattering in free space in three or
lower dimensions. In ultracold atom experiments, however, particles are often confined
by traps of various geometries. To investigate effects of low-dimensional systems, the
particles are kept at low energies, i.e. low temperatures, and occupy the ground state
of the transverse confinement. Let E⊥ be the energy scale for a transverse excitation.
If the energy of the particles is smaller than E⊥, transverse excitations are frozen out,
and the system enters the low-dimensional regime. As long as the scattering length as

is much smaller than the transverse length scale l⊥, the scattering processes are still
characterized by the scattering length in three dimensions. This can be understood
in context of virtual excitations: While at the end of a scattering event the particles
are still in the transverse ground state, during the interaction transverse states can be
virtually excited. This does not mean that low-dimensional models for the systems
at hand do not provide the correct physical behavior, but we have to make sure to
connect the parameters characterizing the interaction in these models (i.e. a1D, a2D) to
the microscopic parameters in the experiment (i.e. as).

To connect the scattering length in lower dimensions to the microscopic scattering
length as will be the main goal of this chapter. The necessity for this investigation became
clear to us during our work on beyond-mean-field corrections in quasi-low-dimensional
Bose gases, which we will discuss in context of a dimensional crossover in Chapter
5. There, we will see that beyond-mean-field corrections in the quasi-low-dimensional
regime naturally include terms for which a thorough understanding of scattering in
confined geometries is crucial. We will use the minimal two-channel model introduced
in Sec. 2.3.2, which allows us to systematically renormalize all occurring divergencies and
solve the low-energy scattering problem for various confinements. We start our discussion
with the easiest “confinement” which will allow for analytical results in dimensional
crossover in Chapter 5: periodic boundary conditions for one- and two-dimensional
geometries. For the two-dimensional geometry with periodic boundary conditions, the
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Figure 4.1: Sketch of the two geometries under consideration

connection between a2D and as was first obtained by Lammers et al. [164]. For the
one-dimensional geometry, however, the connection between a1D and as has not been
established before to our knowledge. Afterwards, we will discuss a harmonic trapping
potential, where in the one-dimensional geometry the connection between a1D and as

was first derived by Olshanii [165], and for the two-dimensional geometry the connection
between a2D and as was first obtained by Petrov et al. [138]. While for many of the
discussed confinements the connection to the scattering length has been established
before, we still want to discuss them in detail here to illustrate the power of the minimal
two-channel model and provide an alternative derivation.

4.2 | Periodic Boundary Conditions
We start our discussion with the simplest way to introduce discrete transverse energy
levels. We impose periodic boundary conditions, which restrict the allowed wave vectors
of the particles, but the Hamiltonian remains unaffected. In the following, we consider
a box of volume Lx × Ly × Lz. Then, the allowed wave vectors are

ki =
2π

Li

ni where ni ∈ Z and i ∈ {x, y, z}. (4.1)

Depending on the energy of the particles and the length Li, the particles can occupy
excited states with ni ̸= 0. In Fig. 4.1, we sketch the two geometries which we will
discuss in the following.

4.2.1 | One-Dimensional Geometry

We consider two particles of mass m interacting via a short-range interaction char-
acterized by the scattering length as in the quasi-one-dimensional regime. The one-
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4.2 Periodic Boundary Conditions

dimensional system is sketched in Fig. 4.1 a). We set Lx = L and Ly,z = l⊥ with L≫ l⊥.
In addition, we require ℏ2

mL2 ≪ E ≪ ℏ2
ml2⊥

, where E is the energy of the particles such that
the transverse degrees of freedom are frozen out. Along the axial direction the spectrum
can be considered continuous. Hence, the allowed wave vectors take the form

kx ∈ R, ky,z =
2π

l⊥
ny,z with ny,z ∈ Z. (4.2)

Our goal is to determine the scattering amplitude for the given geometry and connect
it to the scattering length as. We describe the short-range interaction by the two-
channel model discussed in Sec. 2.3.2. In the center-of-mass frame of the two particles,
the coupled Schrödinger equations in Eq. (2.47) remain unchanged,[

ℏ2k2

m
+

ℏ2

m
∆

]
ψ(r) = gϕcαΛ(r), (2.47a revisited)

[
ℏ2k2

m
− ν0

]
ϕc = g

∫
d3r ψ(r)αΛ(r), (2.47b revisited)

since the confinement only influences the allowed values of k. To solve the coupled
Schrödinger equations, we take into account that the energy of the particles is much
smaller than the transverse level spacing. Therefore, k = (kx, 0, 0)

T and the Ansatz has
the same form as before,

ψkx(r) = eikxx + β1D

∫
d3r′ αΛ(r

′)Gx(r − r′) . (4.3)

However, the boundary conditions affect the solution of the Green’s function in Eq. (2.11),
which now becomes

Gx(r) =
m

ℏ2

∫
dqx
2π

∑
qy ,qz

1

l2⊥

eiq·r

k2x − q2 + iη

=
m

2ℏ2l2⊥
1

ikx
eikx|x| +

m

ℏ2

∫
dqx
2π

∑
(qy ,qz) ̸=(0,0)

1

l2⊥

eiq·r

k2x − q2 + iη
,

(4.4)

where we separated the term qy = qz = 0 and performed the qx-integration. While the
incoming wave is restricted to the transverse ground state, the solution of the Green’s
function requires to take into account the entire transverse spectrum. Note that the
far-field behavior of the Green’s function is dominated by the first term in Eq. (4.4)
(qy = qz = 0). This allows us to connect β1D to the scattering amplitude f1D from
Eq. (2.22),

ψkx(r)
x→∞
= eikxx + f1D(kx)e

ikxx (4.5)
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where

f1D(kx) =
m

2ℏ2l2⊥
1

ikx
β1D

∫
d3r′αΛ(r

′)e−ikxx′
. (4.6)

To obtain β1D and therefore f1D, we follow the same procedure as in Sec. 2.3.2, which
yields

f1D(kx) =
m

2ℏ2l2⊥
1

ikx

g2

ℏ2k2x
m

− ν0 − g2G1D(kx)

∫
d3r′αΛ(r

′)e−ikxx′
, (4.7)

where

G1D(kx) =

∫
d3r d3r′αΛ(r)αΛ(r

′)Gkx(r − r′) =
m

ℏ2
1

l2⊥

∑
qx,qy

∫
dqz
2π

α̂2
Λ(q)

k2x − q2 + iη

= − im

2ℏ2l2⊥kx
+

m

ℏ2l2⊥

∑
(qx,qy )̸=(0,0)

∫
dqz
2π

α̂2
Λ(q)

k2x − q2 + iη

= − im

2ℏ2l2⊥kx
+G

′
1D(kx).

(4.8)

Here, α̂Λ(q) denotes the Fourier transform of αΛ(r), and we separated the mode qx =
qy = 0 in the last step.

So far, the scattering amplitude still depends on the cut-off Λ and G
′
1D diverges for

Λ → 0. However, we have to keep in mind that ν0 is the bare detuning and also
diverges for Λ → 0. With the connection between the bare detuning ν0 and the physical
detuning ν established in Eq. (2.55), we can write the scattering amplitude in terms of
the scattering length a1D [see Eq. (2.29)],

f1D(kx) = − 1

1 + ikx
2ℏ2l2⊥
m

[
ν
g2

+G
′
1D(0)−G(0)

]
+O(k2x)

= − 1

1 + ikxa1D
. (4.9)

Thus, the effective scattering length a1D is given by

a1D =
2ℏ2l2⊥
m

[
ν

g2
+G

′
1D(0)−G(0)

]
. (4.10)

The relation between the physical detuning ν and the scattering length as is given
in Eq. (2.56). The term G(0) cancels the divergence of G′

1D(0), resulting in a cut-off
independent result. A short calculation (see Appendix A.1) leads to the final result,

a1D = − 1

2π

l2⊥
as

(
1− C1D

as

l⊥

)
, (4.11)
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with

C1D =

∫
dvdw

1√
v2 + w2

−
∑′

v,w

1√
v2 + w2

≈ 3.899. (4.12)

This expression describes the confinement-induced resonance for a setup with periodic
boundary conditions.

4.2.2 | Two-Dimensional Geometry

We repeat the same procedure as in the previous section but for a quasi-two-dimensional
geometry as sketched in Fig. 4.1 b). Since we have already discussed how to treat
periodic boundary conditions, we will keep this discussion short and only provide the
crucial steps in obtaining the effective scattering length a2D. Again, we are interested in
energies ℏ2

mL2 ≪ E ≪ ℏ2
ml2⊥

, resulting in

kx,y ∈ R, kz =
2π

l⊥
nz with nz ∈ Z. (4.13)

For the coupled Schrödinger equations we make the Ansatz

ψkρ(r) = eikρ·r + β2D

∫
d3r′ αΛ(r

′)Gρ(r − r′), (4.14)

where kρ = (kx, ky, 0)
T and

Gρ(r) =
m

ℏ2
1

l⊥

∑
qz

∫
dqx dqy
(2π)2

eiq·r

k2
ρ − q2 + iη

. (4.15)

Analogous to before, analyzing the far-field behavior of the qz = 0 term of the Green’s
function allows us to connect β2D to the scattering amplitude and we obtain

f2D(kρ) = − m

4ℏ2

√
2i

πkρ

1

l⊥
β2D = − m

4ℏ2

√
2i

πkρ

1

l⊥

g2

ℏ2k2ρ
m

− ν0 − g2G2D(kρ)
, (4.16)

with

G2D(kρ) =
m

ℏ2
1

l⊥

∑
qz

∫
dqx qy

(2π)2
α̂2
Λ(q)

k2
ρ − q2 + iη

. (4.17)

By replacing the bare detuning ν0 with the physical detuning ν from Eq. (2.55) and
connecting it to the scattering length [see Eq. (2.56)], we arrive at

f2D(kρ) = −

√
2πi

kρ

1
l⊥
as

− 4πℏ2l2⊥
m

[
G2D(kρ)−G(0)

] = −

√
2πi

kρ

1

iπ − ln
(
k2ρl

2
⊥e

−l⊥/as
)
+O(k2ρ)

,

(4.18)
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where we have used (see Appendix A.2)

G2D(kρ)−G(0)
kρΛ≪1
=

m

4πℏ2l⊥
[
−iπ + ln(k2ρl

2
⊥)
]
. (4.19)

To connect the scattering length as to the effective scattering length a2D, we compare
Eq. (4.18) to the universal low-energy scattering amplitude in Eq. (2.28) and obtain

a2D = 2l⊥e
− l⊥

2as e−γ. (4.20)

This result was first obtained in [164].
For quasi-one-dimensional and quasi-two-dimensional systems shown in Fig. 4.1, a1D

and a2D fully characterize the short-range interactions in the low-energy regime. While
periodic boundary conditions are a useful starting point for our investigation, as they
nicely illustrate the general procedure, harmonic traps have a larger significance due to
their experimental realization. We will adapt our approach for a harmonic confinement
in the next section.

4.3 | Harmonic Confinement
While periodic boundary conditions altered the transverse level spectrum and allowed
us to investigate confined geometries, the single-particle Hamiltonian remained that of a
free particle. In this section, we add a harmonic confinement with trap frequency ω to the
transverse direction of the single-particle Hamiltonian, which introduces a characteristic
energy scale ℏω for transverse excitations. As in the previous section, we will investigate
the scattering properties of two particles interacting via a short-range interaction. We
are interested in the low-energy limit, meaning that the energy of the particles is much
lower than required to excite a transverse state.

4.3.1 | One-Dimensional Geometry

We start our discussion with the one-dimensional geometry, where the transverse con-
finement is described by H⊥ = mω2

2
(y2 + z2). As for periodic boundary conditions, we

treat the problem in the center-of-mass frame but due to the rotational symmetry, we
choose cylindrical coordinates, which yields[

ℏ2k2x
m

+ ℏω (n+ 1) +
ℏ2

m
∆− mω2

4
ρ2
]
ψ(r) = gϕcαΛ(r) (4.21a)[

ℏ2k2x
m

+ ℏω (n+ 1)− ν0

]
ϕc = g

∫
d3r αΛ(r)ψ(r), (4.21b)

where ρ = (y, z)T. The eigenstates of the two-dimensional harmonic oscillator φn,l(ρ)
are then characterized by the quantum numbers n ∈ N0 and l ∈ {−n, n+2, · · · , n−2, n}.
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4.3 Harmonic Confinement

In the low-energy regime, the Ansatz takes the form

ψ(r) = eikxxφ0,0(y, z) + βh
1D

∫
d3r′ αΛ(r

′)Gx,0,0(r, r
′), (4.22)

where

Gx,0,0(r, r
′) =

m

ℏ2

∫
dqx
2π

∞∑
n,l

eiqx(x−x′)φn,l(y, z)φn,l(y
′, z′)

k2x − q2x − n/l2⊥ + iη
, (4.23)

and we have introduced the oscillator length l⊥ =
√

ℏ/mω. The n = l = 0 term
determines the far-field behavior and in complete analogy to our discussion of periodic
boundary conditions we obtain

ψ(r)
x→∞
=
[
eikxx + fh

1D(kx) e
ikxx
]
φ0,0(ρ). (4.24)

Here, we have introduced the scattering amplitude with the scattering amplitude

fh
1D(kx) =

m

2ℏ2
1

ikx

1√
2πl2⊥

βh
1D =

m

2ℏ2
1

ikx

1

2πl2⊥

g2

ℏ2k2x
m

− ν0 −G
h

1D(0)
, (4.25)

where

G
h

1D(kx) =
m

ℏ2

∫
d3r d3r′

∫
dqx
2π

∞∑
n,l

αΛ(r)αΛ(r
′)φn,l(ρ)φn,l(ρ

′)eiqx(x−x′)

k2x − q2x − n/l2⊥ + iη

=
m

4πℏ2l2⊥
1

ikx
+
m

ℏ2

∫
d3r d3r′

∫
dqx
2π

∞∑
(n,l)̸=(0,0)

αΛ(r)αΛ(r
′)φn,l(ρ)φn,l(ρ

′)eiqx(x−x′)

k2x − q2x − n/l2⊥ + iη

=
m

4πℏ2l2⊥
1

ikx
+G

′h
1D(kx).

(4.26)

The divergence appearing in G
′h
1D(0) is canceled by replacing the bare detuning ν0 with

the physical detuning ν from Eq. (2.55) and we obtain

fh
1D(kx) = − 1

1 + ikx
4πℏ2l2⊥

m

[
ν
g2

+G
′h
1D(0)−G(0)

]
+O(k2x)

= − 1

1 + ikxah1D
, (4.27)

where we have introduced the effective scattering length

ah1D =
4πℏ2l2⊥
m

[
ν

g2
+G

′h
1D(0)−G(0)

]
. (4.28)
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To connect ah1D to the scattering length as, we use Eq. (2.56). Evaluating G′h
1D(0)−G(0)

after a short calculation then yields (see Appendix A.3)

ah1D = − l
2
⊥
as

(
1− Ch

1D√
2

as

l⊥

)
, (4.29)

where

Ch
1D = lim

s→∞

(∫ s

0

ds′
1√
s′

−
s∑

s′=1

1√
s′

)
≈ 1.4603 . (4.30)

This well-known result was first obtained by Olshanii [165] and coined the phrase
confinement-induced resonance, which can be very misleading. At as =

√
2l⊥/C

h
1D,

the one-dimensional coupling constant g1D = −2ℏ2/ma1D [see Eq. (2.40)] diverges. In
three dimensions, a diverging coupling constant corresponds to a diverging scattering
length [see Eq. (2.35)], which corresponds to a diverging scattering amplitude. A di-
verging scattering amplitude indicates the appearance of a new bound state, which is
referred to as a resonance. In one dimension, however, a diverging coupling constant does
not indicate a resonance. As ah1D vanishes, the scattering amplitude fh

1D in Eq. (4.27)
remains finite. Hence, one should keep in mind that a confinement-induced resonance
is not actually a resonance but only a zero crossing of the one-dimensional scattering
length.

4.3.2 | Two-Dimensional Geometry

We conclude our discussion of scattering in confined geometries by investigating a two-
dimensional geometry with a tight harmonic trap in the z-direction. Scattering is then
described by[ℏ2k2

ρ

m
+ ℏω

(
n+

1

2

)
+

ℏ2

m
∆− mω2

4
z2
]
ψ(r) = gϕcαΛ(r) (4.31a)[ℏ2k2

ρ

m
+ ℏω

(
n+

1

2

)
− ν0

]
ϕc = g

∫
d3r αΛ(r)ψ(r), (4.31b)

where kρ = (kx, ky)
T. For the low-energy regime, we make the Ansatz

ψ(r) = eikρ·ρφ0(z) + βh
2D

∫
d3r′ αΛ(r

′)Gkρ,0(r, r
′), (4.32)

with ρ = (x, y)T, and φn(z) are the eigenstates of the one-dimensional harmonic oscil-
lator. The far-field behavior of the Green’s function

Gkρ,0(r, r
′) =

m

ℏ2

∫
d2q

(2π)2

∞∑
n=0

eiq·(ρ−ρ′)φn(z)φn(z
′)

k2
ρ − q2 − n/l2⊥ + iη

(4.33)
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allows us to write the wave function as

ψ(r)
ρ→∞
=

[
eikρ·ρ + fh

2D(kρ)
eikρρ
√
ρ

]
φ0(z). (4.34)

Here, we have introduced the scattering amplitude

fh
2D(kρ) = − m

4ℏ2

√
2i

πkρ

(
1

2πl2⊥

) 1
4

βh
2D = − m

4ℏ2

√
2i

πkρ

√
1

2πl2⊥

g2

ℏ2k2
ρ

m
− ν0 − g2G

h

2D(kρ)

(4.35)

where

G
h

2D(kρ) =

∫
d3r d3r′ αΛ(r)αΛ(r

′)Gkρ,0(r, r
′). (4.36)

In terms of the physical detuning, the quasi-two-dimensional scattering amplitude sim-
plifies to

fh
2D(kρ) = − m

4ℏ2

√
2i

πkρ

1√
2πl2⊥

g2

ℏ2k2
ρ

m
− ν − g2

[
G

h

2D(kρ)−G(0)
] . (4.37)

Without loss of generality, we choose αΛ(r) = e−ρ/2Λ2
δ(x)/2πΛ2. This allows us to eval-

uate the summation over the harmonic oscillator modes in G
h

2D(kρ)−G(0) analytically
(for details see Appendix A.4). We are left with an integration in momentum space and
obtain

G
h

2D(kρ)−G(0) =
m

4πℏ2
1√
2πl2⊥

[
C

h

2D − iπ + ln
(
k2ρl

2
⊥/2
)]
, (4.38)

where

C
h

2D =

∫ ∞

0

du 2u

(√
π

u
−

√
πΓ(u2)

Γ(u2 + 1
2
)
+

1

u2(1 + u)

)
≈ 1.938 . (4.39)

The scattering amplitude takes the form

fh
2D(kρ) = −

√
2πi

kρ

1

iπ − ln
[
(kρl⊥)2eC

h
2D−

√
2πl⊥/as/2

]
+O(k2ρ)

= −

√
2πi

kρ

1

iπ − ln
[
(kρah2D)

2e2γ/4
] ,

(4.40)

where the effective scattering length is given by

ah2D =
√
2l⊥e

−γ−C
h
2D/2e−

√
2πl⊥/2as . (4.41)
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Periodic Boundary Conditions Harmonic Confinement

1D a1D = − 1
2π

l2⊥
as

(
1− C1D

as
l⊥

)
ah1D = − l2⊥

as

(
1− Ch

1D√
2

as
l⊥

)
[165]

2D a2D = 2l⊥e
− l⊥

2as e−γ [164] ah2D =
√
2l⊥e

−γ−C
h
2D/2e−

√
2πl⊥/2as [138]

Table 4.1: Effective scattering length for different geometries. For periodic boundary condi-
tions l⊥ refers to the size of the box in the transverse direction(s) while for the
harmonic confinement l⊥ =

√
ℏ/mω is the oscillator length.

The effective scattering length ah2D was first derived in [138]. To make the connection to
our result clear, we want to point out that the constant B found in Refs. [138, 166] is
connected to Ch

2D by

B = 2πe−C
h
2D ≈ 0.905 . (4.42)

With the results of this sections, we are now able to describe the interactions in the
confinements relevant to Chapter 5. To conclude, we summarize the connection between
the effective scattering length of the respective geometry and the scattering length as in
Table 4.1.
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5 | Dimensional Crossover for the
Beyond-Mean-Field Corrections

In this chapter, we will investigate the behavior of the beyond-mean-field corrections
of a weakly interacting Bose gas in the crossover from three to low dimensions. For a
box with periodic boundary conditions, we are able to derive analytic solutions for the
ground-state energy throughout the entire crossover. This investigation shows that the
leading-order contribution of the confinement-induced resonance is of beyond-mean-field
order. We also provide corrections to the three- and low-dimensional limits. Afterwards,
we investigate the crossover for a model system with short- and long-range interactions
in a harmonic confinement, which allows us to investigate the limitations of the local-
density approximation. In addition, we show that for a harmonic confinement and a
one-dimensional geometry dipoles aligned parallel to the tube show a drastically different
behavior than a contact gas in the one-dimensional regime.

5.1 | Introduction
As we have seen in Chapter 3, beyond-mean-field corrections of uniform systems are
an interesting research field on their on and pose hard challenges to overcome in a
theoretical description. While for the uniform cases discussed before, the beyond-mean-
field corrections are well understood by now, experiments are typically performed in a
trap and the description becomes more difficult. For weak traps, the density varies only
slowly such that locally we expect that the system can be treated as uniform (local-
density approximation), and shows a three-dimensional character. For tight traps and
low energies on the other hand, a quasi-low-dimensional description seems adequate.

In recent years, dipolar condensates and binary Bose-Bose mixtures attracted a lot
of interest due to the appearance of quantum droplets [44–51, 59–63, 72, 167–175].
Both systems feature tunable competing interactions that can lead to a cancellation of
the mean-field interaction such that the beyond-mean-field corrections become relevant.
Hence, the beyond-mean-field effects not only lead to a small correction as discussed
for uniform systems in Chapter 3, but are crucial to understand the stability of these
quantum droplets [45, 49]. For these anisotropic and inhomogeneous systems, which are
highly sensitive to the exact behavior of the beyond-mean-field correction, the theoretical
description heavily relies on the use of the local-density approximation.

The above discussion naturally rises important questions. Are there corrections to
the local-density approximation and up to which point is its use justified? Also the
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opposite regime needs to be understood better. Are there corrections to the quasi-low-
dimensional description due to the presence of the transverse degrees of freedom, and
how are the different regimes connected?

To answer these questions is the main goal of this chapter, which is based on the
publication [176] that resulted from a collaboration with Dmitry Petrov and Luis Santos.
Note that during the same time we became aware of very related results by Zin et
al. [177]. The main focus of this chapter is on contact interactions and we make use
of the field-theoretic approach by Hugenholtz and Pines [7] introduced in Sec. 3.1.2.
We start with a short discussion of the theoretical foundation before we discuss the
dimensional crossover for periodic boundary conditions and afterwards also consider
a harmonic confinement. The numerical analysis required for the full crossover in a
harmonic confinement was provided by Luis Santos. With all this machinery at hand,
we conclude the chapter by a short section on the dipolar case, which was first discussed
in Ref. [178], and provide the analytical correction in the quasi-one-dimensional regime.

5.2 | Periodic Boundary Conditions

We start our discussion with the simplest confinement that introduces a discrete trans-
verse level spacing: Periodic boundary conditions. While periodic boundary conditions
are not a realistic description of an experimental setup, they will allow us to obtain a
deeper understanding of beyond-mean-field corrections in general since we are able to
derive simple analytic expressions for the ground-state energy through the crossover.

5.2.1 | General Setup

In this chapter, we consider a one-component weakly interacting Bose gas of mass m
where the short-range interaction between the particles is characterized by the scattering
length as. The gas is confined along one or two directions by a box potential with length
l⊥ and we impose periodic boundary conditions. This introduces a transverse level
spacing E⊥ = ℏ2/ml2⊥ as the transverse wave vectors are discrete, k⊥ = 2πj/l⊥ with
j ∈ Z. The dimensionality of the system is then characterized by comparing E⊥ to
the chemical potential µ = 4πℏ2asn/m, which naturally gives rise to the dimensionless
parameter κ = nl2⊥as ∼ µ/E⊥ where n is the density of the system. For κ ≫ 1, the
system is in a three-dimensional regime, while for κ≪ 1 the system becomes effectively
low-dimensional since the energy is too low and the transverse degrees of freedom are
frozen out.

In addition, we have to keep in mind that within our approach we are limited to
weak interactions. As we have seen in Sec. 3, for a three-dimensional system this results
in
√
na3s ≪ 1. In terms of κ this means κ ≪ 1/λ2, where we have introduced our

second important dimensionless quantity λ = as/l⊥. On the other hand, we have seen
in Sec.3.2.1 that low one-dimensional densities result in the strongly correlated Tonks-
Girardeau regime, while the gas becomes weakly interacting for |n1Da1D| ≫ 1. For
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strongly interacting
3D Bose gas

weakly interacting
3D Bose gas

weakly interacting
1D Bose gas

strongly interacting
1D Bose gas

crossover regime

strongly interacting
3D Bose gas

weakly interacting
3D Bose gas

weakly interacting
2D Bose gas

crossover regime

a) 3D-1D

b) 3D-2D

Figure 5.1: Crossover regime from three dimensions to a) one dimension and b) two dimen-
sions: The parameter characterizing the crossovers is κ = nasl

2
⊥, which relates

the transverse confinement to the chemical potential. The beyond-mean-field
predictions are valid in the weakly interacting regime (blue), which requires
that

√
na3s ≪ 1 for three dimensions, 1/|n1Da1D| ≪ 1 for one dimension, and

1/| lnn2Da
2
2D| ≪ 1 for two dimensions. These requirements translate to the con-

ditions λ2 ≪ κ ≪ 1/λ2 for the 3D-1D crossover and κ ≪ 1/λ2 for the 3D-2D
crossover, where λ = as/l⊥. Furthermore, it shows that λ is our small parameter
and we require λ ≪ 1 for the validity of our results.

our box with periodic boundary conditions, we can write the one-dimensional density
as n1D = nl2⊥. The lowest order of the one-dimensional scattering length is given by
a1D = −l2⊥/2πas [see Eq. (4.11)]. Then, |n1Da1D| ≫ 1 translates to κ ≫ λ2 such that
the full crossover in the one-dimensional geometry is given by λ2 ≪ κ ≪ 1/λ2. As
there is no low-density limit for the weakly interacting regime in two dimensions, for the
two-dimensional geometry we only require κ ≪ 1/λ2. For a wide crossover regime, we
require λ≪ 1. Both crossover regimes are illustrated in Fig. 5.1

In terms of the dimensionless parameters κ and λ, the three-dimensional ground-state
energy including the beyond-mean-field correction [see Eq. (3.31)] can be written as

E3D =
2πℏ2as

m
V n2

(
1 +

128

15
√
π

√
na3s

)
=

2πℏ2

m

V

l4⊥as

(
κ2 + λ

128

15
√
π
κ5/2

)
, (5.1)

which naturally gives rise to the energy scale

E0 =
2πℏ2

m

V

l4⊥as
, (5.2)

where V is the volume of the box. Note that in the crossover, beyond-mean-field correc-
tions are of order of λ. In this sense, λ is the small expansion parameter in our approach
and characterizes the influence of the beyond-mean-field corrections.
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To describe the ground-state energy in the crossover regime, we make use of the
approach by Hugenholtz and Pines [7] introduced in Sec. 3.1.2. The energy is determined
by [see Eq. (3.57)]

E − 1

2
µN =

1

4

∑
k ̸=0

2ϵ0(k)
2 + 3ϵ0(k)ng√

ϵ0(k)2 + 2ϵ0(k)ng
− 2ϵ0(k)− ng, (5.3)

where g = 4πℏ2as/m is the coupling constant. The chemical potential fulfills the ther-
modynamic relation µ = dE/dN , which makes Eq. (5.3) a linear first-order differential
equation. In terms of κ and λ, the differential equation becomes

E − κ

2

dE

dκ
=
λ

2
E0

∑∫ 2ε2 + 3εκ√
ε2 + 2εκ

− 2ε− κ, (5.4)

where the notation
∑∫

describes a summation over the transversal degrees of freedom
and an integration over the unconfined dimensions. In addition, we have introduced
the dimensionless single-particle excitation spectrum ε = ϵ0(k)/(4πℏ2/ml2⊥) = π(u2 +
v2 + w2)/2, with u, v, and w the three components of the single-particle momentum
in dimensionless units, e.g. u = kx/(2π/l⊥). As discussed in Sec. 3.1.2, the differential
equation Eq. (5.4) does not determine the mean-field term ∼ κ2, which enters as an
initial condition for the differential equation. The general solution can then be written
as

E

E0

= κ2
[
1 + λ

(
A(κ∗)−

∫ κ

κ∗
dκ′ h(κ′)

)]
, (5.5)

with

h(κ) =
1

κ3

∑∫ [ 2ε2 + 3κε√
ε2 + 2κε

− 2ε− κ

]
. (5.6)

The constant A(κ∗) determines the initial condition of the differential equation and
has to be chosen in order to reproduce the correct mean-field term proportional to κ2,
while κ∗ denotes an arbitrary value. To properly determine A(κ∗), we require that the
general solution in Eq. (5.5) produces the correct ground-state energy in Eq. (5.1) in the
three-dimensional regime (κ≫ 1), which leads to

A(κ∗) =

∫ ∞

κ∗
dκ′ [h(κ′)− h3D(κ

′)]−
∫ κ∗

0

dκ′h3D(κ
′). (5.7)

Here,

h3D(κ) = − 64

15
√
πκ

(5.8)

is the corresponding expression to h(κ) for a three-dimensional system. The relation in
Eq. (5.7) holds for all values of κ∗. We choose κ∗ = κ such that the last term in Eq. (5.7)
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5.2 Periodic Boundary Conditions

exactly provides the correct three-dimensional LHY correction. The ground state in the
dimensional crossover is then given by

E = E0 κ
2 [1 + λA(κ)]

= E3D + κ2λ E0

∫ ∞

κ

dκ′ [h(κ′)− h3D(κ
′)] .

(5.9)

The last term in the integral guarantees that it is convergent and vanishes for κ→ ∞.
The energy in Eq. (5.9) describes the ground-state energy for all values of κ, and is

the starting point of our investigation. In the following two sections, we will analyze the
expression in detail for the two- and one-dimensional geometry and derive its asymptotic
limits.

5.2.2 | Crossover to Two Dimensions

We start our investigation of the dimensional crossover with the two-dimensional geom-
etry with just a single transverse dimension confined. Then, Eq. (5.6) becomes

h(κ) =
1

κ3

∑
w

∫
du dv

[
2ε2 + 3κε√
ε2 + 2κε

− 2ε− κ

]
. (5.10)

By introducing polar coordinates, the integrals
∫
du dv can be evaluated analytically.

We obtain

h(κ) =
1

κ3

[
g(0) + 2

∞∑
w=1

g

(
πw2

2

)]
with g(q2) = 2q2

(
q2+κ−q

√
q2+2κ

)
−κ2,

(5.11)

and we are left with a single sum. To evaluate the sum, we replace it with a contour
integral,

h(κ) =
1

κ3

[
g(0) + 2

∞∑
w=1

g

(
πw2

2

)]
=

1

κ3

[
g(0)− i

∮
γ

dw g

(
πw2

2

)
cot(πw)

]
, (5.12)

with poles appearing for w ∈ Z. The contour γ surrounds the positive real axis and is
illustrated in Fig. 5.2. The green crosses corresponds to the poles of the integrand. For
the red dashed line, the integrand in Eq. (5.12) decays fast enough and can be neglected.
Hence, we are left with an integration over the solid red line. Since the result is real,
we realize that only the integration along the branch cut of

√
q2 + 2κ contributes. The

pole at w = 0 exactly cancels g(0), which results in

h(κ) = − 32√
πκ

∫ 1

0

dq q3
√

1− q2 coth(q
√
4πκ). (5.13)
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Figure 5.2: Contour γ to replace the sum over transverse modes by an integral. The green
crosses correspond to the poles of the integrand while for the dashed part, the
integrand drops fast enough and can be neglected. Thus, we are left with an
integration over the solid red line.

By expressing h3D(κ) in the same way,

h3D(κ) = − 64

15
√
πκ

= − 32√
πκ

∫ 1

0

dq q3
√

1− q2, (5.14)

we can perform the integration over κ′ in Eq. (5.9),∫ ∞

κ

dκ′ [h(κ′)− h3D(κ
′)] = − 32√

π

∫ 1

0

dq q3
√

1− q2
∫ ∞

κ

dκ′
coth(q

√
4πκ′)− 1√
κ′

=
32

π

∫ 1

0

dq q2
√
1− q2 ln

(
1− e−

√
16πκq

)
. (5.15)

Hence, the ground-state energy in Eq. (5.9) for the two-dimensional geometry is given
by

E2D

E0

=κ2 + λ
128

15
√
π
κ5/2 + λκ2

32

π

∫ 1

0

dq q2
√

1− q2 ln
(
1− e−

√
16πκ q

)
, (5.16)

which describes the system including beyond-mean-field corrections for κ ≪ 1
λ2 . In the

following, we will investigate the three-dimensional (κ≫ 1) and two-dimensional regime
(κ≪ 1) in detail.

Three-Dimensional Regime

In the three-dimensional regime, we expand Eq. (5.16) for κ≫ 1 and obtain

E2D

E0

κ≫1
= κ2 + λ

128

15
√
π
κ5/2 − λ

π3/2

90

√
κ+O(λκ−1/2). (5.17)
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3D-2D Crossover

Figure 5.3: Crossover behavior of the beyond-mean-field correction (∆E2D = (E2D/E0 −
κ2)/λ) from 3D to 2D with periodic boundary conditions in the transverse di-
rection. Black dots denote the result from the numerical evaluation within the
crossover, while the asymptotic behavior for small κ is plotted as a green (solid)
line, and the red (dashed) line shows the analytical prediction for large κ.

With the first two terms we recover the three-dimensional result, while the last term
describes an attractive correction to the ground-state energy due to the transverse con-
finement. This correction is non-vanishing even for κ→ ∞.

Two-Dimensional Regime

In the opposite regime, we expand Eq. (5.16) for κ≪ 1, which results in

E2D(κ)

E0

κ≪1
= κ2 + λκ2 ln(κ4π

√
e) +

2π

3
λ κ3 +O(λκ4). (5.18)

The third term describes an effective three-body interaction due to quantum fluctuations,
while the first two terms provide the ground-state energy of a purely two-dimensional
Bose gas. In order to establish the latter connection, we note that the ground-state
energy of a two-dimensional Bose gas takes the form [150–154]

E

A
=

2πℏ2n2
2D/m

ln( 1
n2Da22D

) + ln
[
ln( 1

n2Da22D
)
]
− ln(e2γπ

√
e)
, (5.19)

as discussed in Sec. 3.2.2. Here, n2D = nl⊥ denotes the two-dimensional density and a2D

the two-dimensional scattering length. As discussed in Sec. 4.2, for the two-dimensional
geometry with periodic boundary conditions, a2D is connected to the s-wave scattering
length a2D by

a2D = 2l⊥e
− l⊥

2as e−γ, (5.20)
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which was first obtained in Ref. [164]. By inserting a2D into Eq. (5.19) and expanding
in our small parameter λ, we reproduce the first two terms in Eq. (5.17). Note that the
expansion in Eq.(5.17) implies κ ≳ λe−1/λ. Otherwise, for exponentially low densities,
the two-dimensional small parameter 1/| lnn2Da

2
2D| = 1/| ln(κ/λ)− 1/λ| ≪ 1 [148] is no

longer dominated by λ but rather by the logarithm of the densities.
The full crossover behavior of E2D is shown in Fig. 5.3, where it is most convenient to

only show the beyond-mean-field correction ∆E2D = (E2D/E0 − κ2)/λ. The black dots
show the numerical evaluation of Eq. (5.16). The green solid line shows the asymptotic
behavior for κ ≪ 1 [see Eq. (5.17)], which accounts for the negative beyond-mean-
field corrections to the ground-state energy as well as the zero-crossing. The asymptotic
behavior for κ≫ 1 [see Eq. (5.18)] is shown as a red dashed line, which already describes
the system accurately for κ ≈ 1. Also note that the influence of the correction to the
three-dimensional result in Eq. (5.17) only has a minor influence in this regime. This
means a three-dimensional description is surprisingly accurate, even for a relatively
strong confinement.

5.2.3 | Crossover to One Dimension

Next, we focus on the dimensional crossover from a three-dimensional setup toward a
one-dimensional tube with two transverse dimensions confined. Like the Bogoliubov
theory, the method used here relies on the existence of a condensate, which is absent
in one dimension. In the weakly interacting regime, however, the ground-state energy
is well described within the Bogoliubov theory, as the system still exhibits quasi-long-
range order [84]. The ground-state energy in the crossover is denoted as E1D, and h(κ)
becomes

h(κ) =
1

κ3

∑
w,v

∫
du

[
2ε2 + 3κε√
ε2 + 2κε

− 2ε− κ

]
. (5.21)

In contrast to the 2D situation, we first perform the integration over κ′ in Eq. (5.9).
Then, the expression for the beyond-mean-field correction reduces to

E1D − E3D

E0

= λ

∫
du

[∑
v,w

f(ϵ)−
∫
dvdw f(ϵ)

]
, where f(ϵ) =

√
ϵ2 + 2κϵ− ϵ− κ.

(5.22)

Again, it is possible to derive an expression in terms of well-known functions by per-
forming the double sum, which is explained in detail in Appendix B.1. We obtain

E1D

E0

=κ2(1 + λC1D)− λ
8

3
√
π
κ3/2 + λκ2

∫ ∞

0

dτ√
πτ

× [ϑ3

(
0, e−τ

)2−1]

[
1−

e−2τκ/πI1
(
2τκ
π

)
τκ/π

]
.

(5.23)
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Here, ϑ3(z, q) =
∑

n q
n2
cos(2nz) denotes the Jacobi theta function, while Iν(z) is the

modified Bessel function. The term involving C1D is a shift to the mean-field energy due
to the confinement defined as

C1D =

∫
dvdw

1√
v2 + w2

−
∑′

v,w

1√
v2 + w2

≈ 3.899,

where the summation
∑′

omits the term v=w=0.

One-Dimensional Regime

Using the properties of Bessel functions, we expand Eq. (5.23) for small values of κ≪ 1.
We obtain the leading corrections for the one-dimensional regime,

E1D

E0

κ≪1
= κ2 (1 + λC1D)− λ

8

3
√
π
κ3/2 + λB1Dκ

3 +O(λκ4), (5.24)

with

B1D = (1/π)
∑′

vw
(v2 + w2)−3/2 ≈ 2.88. (5.25)

These terms account for the attractive part of the beyond-mean-field correction as well
as the zero-crossing. Again, we have a very clear interpretation of these results: The
term with κ3 provides an effective three-body interaction, while the other terms account
for the ground-state energy of a one-dimensional Bose gas. The latter is well established
to take the form [155]

E

L
= − ℏ2

ma1D
n2

1D

(
1− 4

√
2

3π

1√
|n1Da1D|

)
, (5.26)

as discussed in Sec. 3.2.1. To connect this result to our asymptotic form, we note that
a1D is connected to as by

a1D = − 1

2π

l2⊥
as

(
1− C1D

as

l⊥

)
,

which was derived in Sec. 4.2. Inserting a1D and n1D = nl2⊥ into Eq. (5.26) and ex-
panding in the small parameter λ = as/l⊥ then exactly provides the first two terms
in Eq. (5.24). We want to emphasize that therefore the approach naturally includes
the leading contribution of the confinement-induced resonance or in other words: The
confinement-induced resonance is of the same order in λ as the beyond-mean-field cor-
rections of a pure one-dimensional gas.
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3D-1D Crossover

Figure 5.4: Crossover behavior of the beyond-mean-field correction (∆E1D = (E1D/E0 −
κ2)/λ) from 3D to 1D with periodic boundary conditions in the transverse di-
rection. Black dots denote the result from the numerical evaluation within the
crossover, while the asymptotic behavior for small κ is plotted as a green (solid)
line, and the red (dashed) line shows the analytical prediction for large κ.

Three-Dimensional Regime

In the three-dimensional regime, we again find an attractive correction to the three-
dimensional result in Eq. (5.1),

E1D − E3D

E0

κ≫1
= −

√
κλ

A1D

2π5/2
+O(κ−1/2), (5.27)

with the constant

A1D =
∑′

v,w

(
v2 + w2

)−2 ≈ 6.0268. (5.28)

A detailed derivation of this result is presented in Appendix B.1.
In Fig. 5.4, we show the full crossover behavior of E1D, where we only plot the beyond-

mean-field correction, ∆E1D = (E1D/E0 − κ2)/λ. The black dots show the numerical
evaluation of Eq. (5.23), while the green solid line shows the asymptotic behavior from
Eq. (5.24) for κ≪ 1, which describes the negative beyond-mean-field correction in one-
dimension and also accurately describes the zero-crossing. The red dashed line shows the
asymptotic behavior for κ ≫ 1 from Eq. (5.27). As for the two-dimensional geometry,
the three-dimensional results describes the system accurately even for surprisingly small
values of κ ≳ 0.5.

5.3 | Crossover for a Harmonic Confinement
With the understanding gained from the discussion of the systems confined by periodic
boundary conditions in the previous section, we will now investigate the more realistic
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5.3 Crossover for a Harmonic Confinement

setup with a harmonic confinement in the transverse direction. The trapping frequency
ω⊥ is related to the transverse confinement length via ω⊥ = ℏ/ml2⊥. It is important to
point out that we are not interested in mean-field modifications of the ground-state wave
function due to interactions, which was studied previously [179–181]. We are interested
in beyond-mean-field corrections for a setup where the condensate remains in the lowest
state of the harmonic confinement. Experimentally, this goal can be achieved for bosonic
mixtures [49]. On the theoretical level, this goal is conveniently achieved by adding an
attractive interaction potential which is dominated by a large range r0 ≫ l⊥, l⊥/

√
κ

within the tube elongated along x, e.g.,

V (x, y, y′, z, z′) = gδ(y − y′)δ(z − z′)

(
δ(x)− 1√

πr20
e−x2/r20

)
. (5.29)

Note that such a potential does not contribute to the beyond-mean-field corrections,
which are dominated by momenta k ∼ 1/ξh ∝

√
κ/l⊥, due to its large range. However,

it guarantees that the condensate remains in the lowest energy state of the transverse
confinement within mean-field theory since the lowest-order chemical potential vanishes
(see Appendix B.2.1). We will mainly focus our discussion on the dimensional crossover
from three to one dimension and only briefly discuss the two-dimensional case afterwards.

The interaction potential in combination with the harmonic confinement leads to the
mixing of different transverse modes, and we have to adapt the approach of Hugenholtz
and Pines. As we have seen in Sec. 3.1.2 [see Eq. (3.57)], we can express the differential
equation for the ground-state energy in terms of the Bogoliubov amplitudes, which can
be conveniently derived within Bogoliubov theory, see Appendix B.2.1. The Bogoliubov
transformation in general involves many transverse modes,

au,αβ =
∑
vw

[
uαβu,vwbu,vw − vαβu,vwb

†
−u,vw

]
, (5.30)

where au,αβ are the new bosonic operators, and uαβu,vw (vαβu,vw) are the Bogoliubov ampli-
tudes. Then, the ground state within the approach of Hugenholtz and Pines fulfills

Eh
1D − 1

2
µN =

L

2

∫
dk

2π

∑
v,α
w,β

[
ϵ̃k,vw − Ẽk,αβ

]
|vαβk,vw|

2, (5.31)

with ϵ̃k,vw = ℏ2k2
2m

+ ℏω⊥(v + w) the excitation spectrum of a free particle. Here,
v, w ∈ {0, 1, 2, . . .} denote the quantum numbers for the harmonic oscillator modes
of the transverse confinement, and Ẽk,αβ denotes the Bogoliubov excitation spectrum.

As for periodic boundary conditions, it is convenient to define κ = n1Das. The single-
particle excitation spectrum in dimensionless units is modified to ϵ = ϵ0/(4πℏ2/ml2⊥) =
π/2 [u2+(v+w) /2π2]. Then, the term h(κ) within the approach of Hugenholtz and
Pines takes the form

h(κ) =
4π

κ3

∫
du
∑
αβ

∑
vw

[ϵ− Eαβ] |vαβu,vw|2, (5.32)
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3D-1D Harmonic Confinement

Figure 5.5: Crossover behavior of the beyond-mean-field correction (∆Eh
1D = Eh

1D/λE
h
0 ) from

3D to 1D with a harmonic trapping potential in the transverse direction. Black
dots denote the result from the numerical evaluation within the crossover, while
the asymptotic behavior for small κ is plotted as a green (solid) line, and the red
(dashed) line shows the analytical prediction for large κ. Note that ∆Eh

1D(κ ≪ 1)
includes in addition to the analytical expression Eq. (5.35), the term Bh

1Dκ
3.

where Eαβ is the Bogoliubov excitation energy in dimensionless units. In general, the
determination of the Bogoliubov excitation spectrum Eαβ and the factors vαβu,vw requires a
numerical analysis, which was carried out by Luis Santos. The beyond-mean-field correc-
tion to the ground-state energy is determined by fixing the correct mean-field term ∝ κ2.
In the previous analysis, we observed that the beyond-mean-field correction includes the
modification of the mean-field term through the confinement-induced resonance. This
allows us to fix the mean-field term in the one-dimensional regime κ≪ 1. Alternatively,
one would expect that for a very shallow trapping potential the local-density approxima-
tion is well justified, which in turn allows us to fix the mean-field term for κ ≫ 1. Our
numerical analysis shows that both approaches coincide. The result of this numerical
analysis in the full crossover from three to one dimension is shown in Fig. 5.5, where
∆Eh

1D = Eh
1D/λE

h
0 and Eh

0 = ℏω⊥L/as. In the three-dimensional regime with κ≫ 1, we
find excellent agreement between the numerical analysis and the prediction within the
local-density approach (red dashed line). The latter is obtained by integrating the 3D
LHY result in Eq. (5.1) over the transversal density profile of the condensate,

n(r) = n1D
e−(y2+z2)/l2⊥

l2⊥π
. (5.33)

This then results in

Eh
1D = λ

512

75π
κ5/2Eh

0 for κ≫ 1 . (5.34)

Note that the term κ2 is missing due to our special choice of the interaction potential. In
turn, for κ≪ 1 it is possible to derive the leading corrections to the ground-state energy
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by determining the Bogoliubov energy Eαβ and the factors vαβu,vw within perturbation
theory. It is required to perform the analysis up to second-order perturbation theory for
Eαβ and first order for vαβu,vw, which is straightforward but cumbersome. The perturba-
tion expansion is explained in detail in Appendix B.2.2. Then, the beyond-mean-field
correction takes the form

Eh
1D

λEh
0

κ≪1
= κ2

Ch
1D√
2
− 4

√
2

3π
κ3/2 +

4
√
2 ln (4/3)

π
κ5/2 +O(κ3). (5.35)

The first term on the right side accounts for the correction to the mean-field term
due to the confinement-induced resonance with Ch

1D ≈ 1.4603 [165], while the second
term describes the beyond-mean-field contribution of a purely one-dimensional system.
Finally, the term with κ5/2 provides the leading correction in the crossover. It is highly
remarkable that for harmonic confinement a term κ5/2 appears, which was absent in
the previous analysis with periodic boundary conditions. These predictions are fully
confirmed with the numerical approach, as can be seen in Fig. 5.5 (green solid line).
However, for a correct description of the zero-crossing it is also important to include the
next term Bh

1Dκ
3 in the expansion. While B1D can be determined with the procedure

of Appendix B.2.1, this would require to calculate vαβu,vw up to second-order perturbation
theory, which is very cumbersome. Thus, we determine Bh

1D by a fitting procedure to
the numerical evaluation, which predicts Bh

1D ≈ 0.1.
An analogous calculation can also be performed for the 3D-2D crossover within a

harmonic confinement. Here, the crossover parameter takes the form κ = n2Dasl⊥.
Again, we expect the prediction of local-density approximation to be accurate for κ≫ 1,
while for κ≪ 1 the ground-state energy reduces to the two-dimensional result,

Eh
2D = ℏω⊥κ

2 ln
(
κCh

2D

)
L2/l2⊥, (5.36)

with Ch
2D ≈ 28.69 [138, 166], including the renormalized scattering length (see Sec. 4.3.2).

Repeating the same procedure as in Appendix B.2.1 for the two-dimensional geometry
provides a correction ∝ κ3 lnκ. Obtaining the correct prefactor of this contribution is
problematic. This would require a consistent expansion up to order κ3, and thus to
determine the Bogoliubov amplitudes within second order perturbation theory, as we
have already seen in the one-dimensional case (see Appendix B.2.2).

5.4 | Comment: Dipoles in the One-Dimensional
Regime

Before we conclude this chapter, we briefly want to comment on the one-dimensional
regime for dipolar interactions. For this we begin with a short historic context: Our in-
vestigation of the dimensional crossover for short-range contact interactions arose after
the discussion of the crossover for dipolar interactions, which was analyzed by Edler et
al. [178] in the group of Luis Santos, who also collaborated on the crossover discussed
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Figure 5.6: Sketch of the dipolar atoms in the trap. The dipoles are aligned in the z direction
and strongly confined in the x-y plane.

in the previous sections. In their paper, the crossover was investigated for dipoles in a
one-dimensional geometry. The dipoles, which are aligned in the z direction, are strongly
confined in the x-y plane by a harmonic confinement, but free along the z direction (see
Fig. 5.6). Note that the cancellation of the lowest-order chemical potential is naturally
achieved for εdd = 1 in this setup. Due to the harmonic confinement and the dipolar
interaction, the investigation was performed numerically. With what we have learned
from the crossover for short-range interactions, it is worth to briefly revisit the dimen-
sional crossover for dipoles. Now, we have a deeper understanding of the influence of
the confinement-induced resonance and the tools to investigate the leading contribution
in the one-dimensional regime. The following discussion developed in collaboration with
a master student, Christoph Pitzal.

The ground-state energy fulfills the differential equation,

E − 1

2
µN =

L

2

∫
dk

2π

∑
nr,n′

r,m

[
ϵ̃k,nrm − Ẽk,n′

rm

]
|vn

′
rm

k,nrm
|2, (5.37)

similar to Sec. 5.3. Note that for the dipolar case, we make use of the rotational symmetry
around the tube axis and chose a basis for the transverse harmonic oscillator with a well-
defined angular momentum. Then, the single-particle spectrum reads

ϵ̃k,nr,m =
ℏ2k2

2M
+ ℏω⊥(2nr + |m|) (5.38)

with the radial quantum number nr, the orbital quantum number m and the mass of the
atoms is denoted by M in this section to avoid any confusion. The dipolar interaction
strongly modifies the Bogoliubov amplitudes vn

′
rm

k,nrm
and the Bogoliubov spectrum Ẽk,nrm.

However, the expansion in the regime κ = n1Das ≪ 1 can be performed in complete
analogy to Sec. 5.3. A detailed derivation is presented in Appendix B.3. In the one-
dimensional regime we obtain

Edd
1D

E0

κ≪1
= ακ2 − λ

2Bdd
1D

π
κ3 +O(κ7/2), (5.39)
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where Bdd
1D ≈ −27.724 and E0 = ℏω⊥L/as. Again, we want to point out that within our

approach we are not able to determine α. This would either require knowledge of the
confinement-induced shift for quasi-one-dimensional bosons, which so far is missing or
to fix the mean-field energy in the three-dimensional regime and find an expansion for
κ≪ 1. The latter, however, is extremely challenging and to our knowledge analytically
not possible, but was performed numerically in Ref. [178]. Hence, we suspect that the
reported linear density dependence of the chemical potential ∆µLHY ∝ −n1D by Edler et
al. is not a unique feature of the dipolar interaction, but arises through the confinement-
induced resonance. The next order in the ground-state energy then already scales as κ3,
which differs significantly from the result of a contact-interacting system, see Eq. (5.35).
Note that for the dipolar case, to obtain a consistent expansion up to order κ3 does
not require to determine the Bogoliubov amplitudes within second-order perturbation
theory. Due to the momentum dependence of the dipolar interaction, already the lowest-
order expansion provides all terms ∝ κ3 (see Appendix B.3).

5.5 | Conclusion
We present a detailed study of the beyond-mean-field corrections for a weakly interacting
Bose gas in the dimensional crossover. While for a transverse confinement with periodic
boundary conditions the analysis can be performed analytically, for a realistic setup with
harmonic confinement a numerical analysis is required. We find excellent agreement with
the predictions from local-density approximation for κ ≳ 1. Furthermore, we find that
the correction to the local-density approximation lowers the ground-state energy. This
phenomenon might explain the recently observed systematic shift in the scattering length
determined by the stability of the self-bound droplets [47, 59]: The finite extent of the
droplets in transverse direction naturally introduces a confinement of the underlying gas
and hence a correction to the local-density approximation. A possible way to adapt our
approach to these self-bound droplets is presented in Sec. 8.1. In addition, our results
show that the full crossover is excellently described by the combination of the leading
contribution for κ≪ 1 and κ≫ 1, which in general is sufficient to describe the qualitative
behavior throughout the crossover. With our approach, we are also able to investigate
the quasi-one-dimensional regime for dipolar particles, where the dipoles are aligned
parallel to the tube. We find that the leading order beyond the confinement-induced
shift already scales as κ3, which is vastly different from the behavior of a one-dimensional
Bose gas with only contact interactions.
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6 | Bogoliubov Theory for a Dipolar
One-Dimensional Supersolid

In this chapter, we use Bogoliubov theory to study the behavior of the excitation spec-
trum across the quantum phase transition from a superfluid to a supersolid phase of a
dipolar Bose gas confined to a one-dimensional geometry. Since quantum fluctuations
are crucial for the stability of the supersolid state, we derive an effective Hamiltonian
that includes the beyond-mean-field corrections in a local-density approximation. In
the supersolid regime, we extend Bogoliubov theory to include several order parameters
which take into account the superfluid as well as the solid structure. We find fast conver-
gence of the ground-state energy in the supersolid with the number of order parameters.
The excitation spectrum is stable and shows two Goldstone modes and an amplitude
mode in the low-energy regime. Our results suggest that there exists an experimentally
achievable parameter regime for dysprosium atoms where the supersolid phase exhibits
a stable excitation spectrum in the thermodynamic limit and the transition into the
supersolid phase is of second order driven by the roton instability. This chapter is based
on the publication [128].

6.1 | Introduction
While we so far mainly discussed short-range interactions to obtain a deeper understand-
ing of beyond-mean-field corrections, we will shift our focus to dipolar atoms confined
to a one-dimensional geometry in the following. This is inspired by the recent break-
through experiments of weakly interacting dipolar Bose gases in elongated traps that
demonstrated the appearance of a supersolid phase [99–101].

The supersolid state is characterized by its properties which combine the frictionless
flow of a superfluid with the density modulation of a solid [75, 90]. The possibility of
such a ground state for interacting bosonic particles has been shown by Leggett [90]. For
a long time, the search for a supersolid state of matter focused on solid helium, a system
with nearly one atom per unit cell [75, 92, 93]. In contrast, current experiments with
dysprosium atoms work in a rather complementary regime and realize supersolid states
with several thousand atoms on each lattice site [39, 40]. In this parameter regime, one
can expect mean-field theory to describe the one-dimensional supersolid state accurately;
a claim which we will investigate in detail in Chapter 7.

The interplay between three ingredients are key for the appearance of a supersolid
phase in current experiments: The tunable short-range interaction, the anisotropic mag-
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netic dipole-dipole interaction, and the geometry of the system play a fundamental role.
For increasing influence of the dipolar interaction, such systems can undergo an insta-
bility towards the formation of quantum droplets [44–48, 60, 72, 167–171], as well as
self-bound droplets [47, 59–63], or supersolid states [74, 85, 99–101, 106–130, 182–185],
depending on the external trapping geometry.

As we will see in this chapter, the formation of the supersolid phase in the one-
dimensional geometry is driven by a roton instability. The dipolar interaction in combi-
nation with the external confinement leads to a roton spectrum for the superfluid [64, 66],
similar to the spectrum of superfluid helium [67–70]. By increasing the relative strength
of the dipolar interaction, a minimum at finite momentum develops in the excitation
spectrum and excitations around this minimum are called rotons. The position of the
minimum can be precisely tuned through the strength of the dipolar interaction and
the trapping frequency in ultracold atom experiments. When the energy of the roton
minimum approaches zero, the system exhibits a roton instability and, depending on
exact system parameters, can transition to a supersolid phase.

An important observation was that these states are only stabilized by the leading
beyond-mean-field correction, which provides an additional contribution to the energy
functional, stabilizing the system at higher densities against a collapse [45]. Such a
stabilization has previously been predicted for Bose mixtures [49] and later also experi-
mentally observed [50, 51]. Within the local-density approximation, this additional term
can be included into the Gross-Pitaevskii functional and forms the basis for extensive
numerical studies of the supersolid state and its excitation spectrum. Such numerical
studies within the experimental three-dimensional setting are in good agreement with
the experimental observation in dipolar quantum gases [39, 40]. However, predictions
about the thermodynamic limit of these systems are often difficult to access in such fully
numerical approaches in a finite-size setting [74, 127].

In this chapter, we study whether the supersolid phase exhibits stable excitations
in the thermodynamic limit by deriving the low-energy excitation spectrum across the
phase transition from the superfluid to the supersolid phase within Bogoliubov theory,
which allows for an analytical study of the nature of the quantum phase transition.
The analysis is based on Bogoliubov theory (see Sec. 3.1.1) in a one-dimensional setting,
where we account for the transverse confinement by a variational ansatz. We make use of
the local-density approximation and include the beyond-mean-field contributions within
an effective Hamiltonian. Compared to the superfluid where only the mode k = 0 is
macroscopically occupied, the supersolid phase is described by the macroscopic occupa-
tion of additional modes, each mode contributing a higher harmonic to the modulated
ground-state wave function. The influence of each harmonic is characterized by a new
order parameter and we extend the Bogoliubov theory introduced in Sec. 3.1.1 to systems
where more than one mode is macroscopically occupied.

We start with a discussion of our effective Hamiltonian and use it to investigate the
superfluid phase afterwards. We discuss the roton excitation spectrum before we then
extend our approach to the supersolid regime, where we first calculate the ground-state
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Figure 6.1: Sketch of the dipolar atoms in the trap. The dipoles are aligned in the y direction
and strongly confined in the x-y plane.

energy and afterwards derive the excitation spectrum.

6.2 | Setup

Our analysis is based on a simple reduced three-dimensional model [115], which has
recently been shown to produce qualitatively accurate predictions [127]. We consider a
gas of trapped dipolar bosons with mass m, which are tightly confined in the x-y plane
by a harmonic confinement but free along the z direction (see Fig. 6.1). In Chapter 5, we
obtained a good understanding of beyond-mean-field effects in confined geometries and
saw that the use of the local-density approximation is justified even for relatively strong
confinements. In addition we saw that in the low-dimensional regime, the confinement-
induced resonance is of beyond-mean-field order. With that in mind, we are interested in
a regime where the healing length ξh of the superfluid is much smaller than the harmonic
oscillator length l⊥ of the transverse confinement,

ξh
l⊥

≪ 1, (6.1)

such that the use of the local-density approximation is justified (see Sec. 5.3) and we are
in a regime where the unknown effect of the confinement-induced resonance for dipoles
does not play a role. In contrast to the discussion in Sec. 5.4, the dipoles are aligned
perpendicular to the tube (y direction), which is important to obtain a roton spectrum
in the superfluid (see below). Therefore, the lowest-order chemical potential is non-
vanishing, resulting in a ground state which occupies many transverse modes, especially
for ξh/l⊥ ≪ 1. For our investigation, however, we are only interested in the low-energy
excitations and the stability analysis of the supersolid phase. Under these considerations,
the transverse degrees of freedom can be ignored and we make a variational ansatz for
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the transverse wave function

ψ(x, y) =
1√
πσl⊥

e
− νx2+y2/ν

2(σl⊥)2 , (6.2)

where σ and ν are the dimensionless variational parameters, which are determined by
minimizing the ground-state energy. The anisotropic dipolar interaction leads to an
anisotropic shape of the wave function, which is characterized by ν, while σ characterizes
the width of the cloud. Our theory is then a low-energy description, which is restricted
to excitation energies ϵ(q) that are much lower than the energy of a transverse excitation,

ϵ(q) ≪ E⊥ =
ℏ2

ml2⊥
. (6.3)

Within this variational framework, the microscopic Hamiltonian becomes one dimen-
sional and consists of two parts, H0 +HI. The single-particle Hamiltonian H0 consists
of the kinetic energy along the tube but also has to take into account the energy of the
particles in the transverse trap, which for a single particle is given by

Et(σ, ν) =

∫
dx dy ψ∗(x, y)

[
− ℏ2

2m

(
∂2x + ∂2y

)
+

ℏ2

2ml2⊥

(
x2 + y2

)]
ψ(x, y)

=
E⊥

4

(
1

ν
+ ν

)(
1

σ2
+ σ2

)
.

(6.4)

We obtain

H0 =
∑
q

[ϵ0(q) + Et(σ, ν)] a
†
qaq, (6.5)

where a†q(aq) are the bosonic creation (annihilation) operators of particles with momen-
tum q and ϵ0(q) is the dispersion relation ϵ0(q) = ℏ2q2

2m
.

The particles interact via a short-range contact interaction characterized by the s-
wave scattering length as and the anisotropic magnetic dipole-dipole interaction with
strength add, see Sec. 2.4. The dipoles are aligned perpendicular to the z direction. To
obtain the interaction potential in momentum space for our one-dimensional description,
we integrate over the transverse degrees of freedom using our variational wave function,

V (qz) =

∫
dqx dqy
(2π)2

V3D(q)n
2
⊥(qx, qy). (6.6)

Here, V3D(q) is the Fourier transform of the pseusopotential from Eq. (2.60) [37],

V3D(q) = g
[
1 + εdd

(
3 cos2 α− 1

)]
, (6.7)
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where α is the angle between q and the direction of the polarization and n⊥(qx, qy) is
the Fourier transform of |ψ(x, y)|2. For ν = 1 we can evaluate the integral in Eq. (6.6)
analytically,

V (q)
ν=1
= g1D

1 + εdd

3
(
1− (ql⊥σ)

2Γ(0, (ql⊥σ)
2/2)e(ql⊥σ)2/2/2

)
2

− 1

 , (6.8)

where g1D = 2ℏ2as/(mσ
2l2⊥) and Γ(n, x) denotes the incomplete Gamma function. We

are unaware of an analytic result for an arbitrary ν ̸= 1. It has been shown by Blakie et
al. [186], however, that Eq. (6.6) is well-approximated by

V (q) ≈ g1D

[
1 + εdd

(
3[1−QeQΓ(0, Q)]

1 + ν
− 1

)]
, (6.9)

with Q =
√
ν(qσl⊥)

2/2, which we will use in the following. We want to point out again
that corrections to g1D due to the confinement-induced resonance are only relevant for
ξh/l⊥ ≫ 1 [165, 176] and therefore can be ignored here. It is also important to note
that due to the confinement entering through the shape of ψ(x, y), the potential (6.9)
depends on the magnitude of q, in contrast to the three-dimensional case from Eq. (6.7).
The q dependence of V (q) will have a significant influence on the excitation spectrum
as we will see in Sec. 6.3. The interaction part of the Hamiltonian is then given by

HI =
1

2L

∑
p,k,q

V (q)a†p+qa
†
k−qakap, (6.10)

where L is the quantization volume.
From the microscopic Hamiltonian H0 + HI one obtains the mean-field energy, the

single-particle Bogoliubov excitation spectrum, as well as the leading beyond-mean-
field correction within standard Bogoliubov theory (see Sec. 3.1.1). However, it is well
established that for dipolar quantum gases the beyond-mean-field correction plays a
crucial role in stabilizing the quantum droplets [39, 40, 45] and needs to be included when
describing the excitation spectrum. So far, the analysis is mainly based on numerical
studies of the extended Gross-Pitaevskii equation, where the beyond-mean-field term is
included within local-density approximation [74, 127]. In analogy, we add a term HLHY

to the Hamiltonian such that Bogoliubov theory on this effective Hamiltonian properly
accounts for the low-energy excitations within Bogoliubov theory. Note that this method
is equivalent to studying the excitation spectrum within the extended Gross-Pitaevskii
equation, but more suitable for our analytical study.

We have discussed the beyond-mean-field correction for a three-dimensional dipolar
Bose-Einstein condensate in Sec. 3.2.3. There, we have seen that the energy density,
which is denoted as u in this chapter to avoid confusions, takes the form [see Eq.(3.69)],

uLHY =
256

√
πℏ2

15m
(n3Das)

5/2Q5(εdd), (6.11)
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with Q5(εdd) =
∫ 1

0
du(1 − εdd + 3 εddu

2)5/2 [see Eq. (3.70)] and n3D the density of the
homogeneous three-dimensional system. This result was first obtained in Refs. [54, 187].
The function Q5(εdd) accounts for the modification due to the additional dipolar in-
teraction to the well-established result for contact interactions derived by Lee, Huang,
and Yang (LHY) [52, 53]. As we have seen in Sec. 3.1.1, the LHY correction is dom-
inated by excitations around the momenta 1/ξh, with the characteristic length scale
ξh = ℏ/

√
2mn3Dg. This implies that the local-density approximation is well justified if

the density varies smoothly on this characteristic scale ξh, i.e., l⊥ ≫ ξh. Within local-
density approximation and using the variational wave function ψ(x, y), we end up with
the correction

ELHY

L
=

256
√
πℏ2

15m
(nas)

5/2Q5(εdd)

∫
dx dy |ψ(x, y)|5 = 2

5
γQFn

5/2, (6.12)

where we have introduced

γQF =
256

15π

ℏ2

m(σl⊥)3
Q5(εdd)a

5/2
s (6.13)

and n = N/L is the one-dimensional particle density.
The ground-state energy including the LHY correction hence becomes

E

L
= min

σ,ν

[
nEt(σ, ν) +

1

2
n2V (0) +

2

5
γQFn

5/2

]
. (6.14)

The correction to the mean-field energy provides a correction in the chemical potential

µ =
dE

dN
= Et + nV (0) + γQFn

3/2, (6.15)

where N is the particle number. Note, that σ and ν are only very weakly depending on
the number of particles and within our analysis we self-consistently ignore this small con-
tribution. Accordingly, a correction to the chemical potential affects the compressibility
κ = dµ/dn, which gives rise to a modified sound velocity of the superfluid,

c2 =
nκ
m

=
1

m

(
nV (0) +

3

2
γQFn

3/2

)
. (6.16)

The term HLHY we add to the Hamiltonian is therefore determined such that it repro-
duces the correct ground-state energy E within mean field as well as the correct sound
velocity as the low-momentum limit of the excitation spectrum ϵ(q) within lowest-order
Bogoliubov theory. The contribution to the Hamiltonian which fulfills these conditions
can be written as

HLHY =
2

5
γQF

∫
dz
[
Ψ†(z)Ψ†(z)Ψ(z)Ψ(z)

]5/4 (6.17)
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with

Ψ(z) =
1√
L

∑
q

eiqzaq, (6.18)

as will be demonstrated in the following. The effective Hamiltonian

H = H0 +HI +HLHY (6.19)

will allow us to determine the low-energy excitation spectrum across the phase transition
from the superfluid to the supersolid. The validity of our approach is limited to momenta
q ≪ 1/ξh and energies ϵ(q) ≪ µ such that the local-density treatment for the term HLHY

is justified.

6.3 | Excitations in the Superfluid Phase
We start with the study of the excitation spectrum in the superfluid using the standard
Bogoliubov procedure [4], which we have discussed in detail in Sec. 3.1.1 for the three-
dimensional case. Since adapting it to one dimension is straightforward, we will keep the
discussion short. It is important to point out that even in one dimension, the Bogoliubov
theory provides the correct excitation spectrum in the weakly interacting regime as can
be seen by a comparison with the exact Lieb-Liniger theory for bosons with contact
interactions [155, 156]. One can understand this phenomenon as locally there are still
a high number of particles in the condensate, while quantum fluctuations only suppress
the coherence between these local condensates on large distances giving rise to the well-
established algebraic behavior [82, 84]. As we will see in Chapter 7, Bogoliubov theory
also still provides an accurate description in the supersolid regime. In the following, it is
convenient to work in the grand canonical ensemble described by the chemical potential µ
and self-consistently determine the chemical potential to find the correct particle density
n. Within mean-field theory, we replace the operator a†0 =

√
Ln by the local particle

density. Inserting this ansatz in the grand canonical potential H ′ provides, as required,
the ground-state energy including the LHY correction,

H ′ = E − µN, (6.20)

and we recover the relation between the particle number n and the chemical potential
in Eq. (6.15) by minimizing H ′. In the next step, we can use the standard Bogoliubov
prescription to derive the excitation spectrum. For this purpose, we write for the bosonic
field operator

Ψ(z) →
√
n+

1√
L

∑
q ̸=0

eiqzaq =
√
n+ δψ(z). (6.21)

Note that within this approach with fixed chemical potential and leading-order expan-
sion, we do not have to distinguish between the particle density n and the condensate

73



Chapter 6. Bogoliubov Theory for a Dipolar One-Dimensional Supersolid

density n0, as the difference only becomes relevant for the higher-order corrections. In-
serting the bosonic field operator into the Hamiltonian and expanding it up to second
order in the small fluctuations δψ, we end up with a quadratic Hamiltonian HB account-
ing for the Bogoliubov excitations

HB =
1

2

∑
q ̸=0

:

(
a†q
a−q

)[(
χ 0
0 χ

)
+

(
η η
η η

)](
aq
a†−q

)
: . (6.22)

Here, : Ô : denotes the normal ordered operator Ô, and we introduced the two param-
eters

χ = ϵ0(q) + Et + nV (0) + γQFn
3/2 − µ , (6.23a)

η = nV (q) +
3

2
γQFn

3/2, (6.23b)

which contain additional terms of the form γQFn
3/2 compared to Eq. (3.15) due to

the inclusion of fluctuations within local-density approximation. Note that we do not
include the lowest-order contribution of the Bogoliubov prescription in HB since we are
only interested in the excitation spectrum.

To obtain the excitation spectrum ϵ(q), we diagonalize the Hamiltonian (6.22) via the
Bogoliubov transformation

aq = uqbq + vqb
†
−q . (6.24)

The amplitudes up and vp have to fulfill the constraint u2p−v2p = 1 for the transformation
to be canonical. A short calculation yields the diagonal Hamiltonian for the excitation
spectrum

HB =
∑
q ̸=0

ϵ(q)b†qbq, (6.25)

where the Bogoliubov excitation spectrum is given by

ϵ(q)2 = χ2 + 2χη . (6.26)

The Bogoliubov excitation spectrum ϵ(q) depends on the chemical potential. Using the
correct chemical potential in Eq. (6.15) including the LHY correction, the excitation
spectrum becomes gapless,

ϵ(q)2 = ϵ0(q)
2 + 2ϵ0(q)

[
nV (q) +

3

2
γQFn

3/2

]
, (6.27)

as required by the famous Hugenholtz and Pines relation [7]. At low momenta, we
recover the predicted sound velocity,

ϵ(q)
q→0
= |q|

√
ℏ2
m

(
nV (0) +

3

2
γQFn3/2

)
= ℏ|q|c ,

(6.28)

74



6.3 Excitations in the Superfluid Phase

with c given in Eq. (6.16). Therefore, we demonstrated that our effective approach with
the Hamiltonian in Eq. (6.19) is capable to reproduce the ground-state energy including
quantum fluctuations within local-density approximation, as well as the correct low-
energy excitation spectrum within Bogoliubov theory.

In the following, we will briefly discuss the behavior of the excitation spectrum for a
varying influence of the dipolar interaction. As we will see, this can lead to a complex
excitation spectrum, which indicates an instability of the system.

6.3.1 | Roton Instability

The competition of the contact repulsion and the attractive part of the dipole-dipole
interaction provides a characteristic Bogoliubov excitation spectrum exhibiting a roton-
like structure in the tube. In particular, for an increasing strength of the dipole-dipole
interaction, the excitation spectrum exhibits a minimum at a finite momentum kmin.
Eventually, this minimum can reach zero energy and gives rise to an instability of the
superfluid. The two different interactions in combination with the transverse trapping
potential offer a high level of control over the spectrum. The different parameters are
most conveniently expressed by the dimensionless quantities which we have already
introduced in Chapter 5,

κ = nas ∝
l2⊥
ξ2h
, εdd =

add

as
, and λ =

as

l⊥
. (6.29)

Here, κ controls the dimensionality of the system and in our one-dimensional geometry
within local-density approximation we require κ ≫ 1 (see Sec. 5.4). In addition, the
condition of a weakly interacting Bose gas requires λ ≪ 1 (see Sec. 5.2.1 [176]). By
tuning these three parameters, the position and energy of the roton excitation can be
influenced. We are interested in the region where the superfluid becomes unstable at
a finite momentum kr and transitions to the supersolid phase. This critical point is
determined by the two conditions

ϵ(kr)
2 = 0, and

dϵ(q)2

dq

∣∣∣
q=kr

= 0, (6.30)

which we solve numerically. For our discussion, we consider a parameter regime com-
parable to recent dysprosium experiments [100, 106]. Throughout this chapter, we set
the instability to appear at κc = 11.931 and λc = 1/200 if not stated otherwise, which
provides the critical values εdd,c = 1.34 and krl⊥ = 1.570 that allow for a second-order
phase transition (see Sec. 6.4.1). Note that the wave vector kr of the roton instability
for these parameters satisfies the condition of low momenta with kr < 1/ξh. It should
also be noted that for εdd > 1 the function Q5(εdd) contains a very small imaginary
part. This contribution is an unphysical artifact from local-density approximation since
a three-dimensional homogeneous dipolar gas exhibits a phonon instability for εdd > 1
[37], which we have discussed in detail in Sec. 3.2.3. Therefore, we drop the imaginary
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Figure 6.2: Excitation spectrum in the superfluid for different values of εdd for κc = 11.931
and λc = 1/200. By increasing εdd the spectrum develops a minimum, which
eventually reaches zero energy at the critical point.

part in the following. In Fig. 6.2 we compare the excitation spectrum from Eq. (6.27)
for different values of εdd. We want to point out that changing εdd experimentally is
achieved by tuning the scattering length as, which also affects κ and λ. For q → 0 the
spectrum is linear, while for large q we recover the spectrum of a free particle ϵ ∼ q2.
Compared to the three-dimensional case in Sec. 3.2.3, the q dependence of the poten-
tial (6.9) strongly affects the behavior of the excitation for intermediate momenta. By
increasing εdd a minimum develops, which eventually reaches zero energy at the critical
point εdd,c. For εdd > εdd,c the excitation spectrum becomes imaginary close to the roton
momentum, indicating an instability and a breakdown of our current treatment.

6.3.2 | Comment on the Depletion

We briefly want to comment on the validity of Bogoliubov theory approaching the insta-
bility. As discussed in Sec. 3.2.1, Bogoliubov theory is applicable for the one-dimensional
contact gas in the weakly interacting regime. Correlations only decay algebraically with
an exponent 1/2K ≪ 1, which translates to a logarithmically diverging quantum de-
pletion in the thermodynamic limit ∆n/n ∼ 1

K
ln(L/ξ) (see Sec. 3.2.1). Since K ≫ 1,

Bogoliubov theory remains valid as quantum fluctuations only suppress coherence on
large scales. We propose a similar argument for the dipolar gas close to the critical
point. A linear spectrum at the critical point adds an additional logarithmic divergence
to the depletion. Overall the depletion then behaves as

∆n/n ∼ α0 ln[L/l⊥] + αr ln[E⊥/ϵ(kmin)], (6.31)

with

α0 =
λ

2πκ

ml⊥c

ℏ
≪ 1, and αr =

λ(krl⊥)
2

4πκ

ℏ
ml⊥cr

≪ 1. (6.32)
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Here, cr is the sound velocity of of the roton mode at the critical point. As αr is
small, we still expect Bogoliubov theory to give reliable results, even for small values
of the roton gap ϵ(kmin). Note that this argument is by no means a rigorous proof of
the applicability of Bogoliubov theory and should only be understood as a hint for its
validity. A rigorous derivation would require one to calculate the correlation functions
for a dipolar gas approaching the instability.

In the next section, we will adapt our approach for the supersolid regime and show
that the instability in the excitation spectrum is absent.

6.4 | Supersolid Regime

In the following, we first study the ground state in the supersolid phase and afterwards
its excitation spectrum.

6.4.1 | Ground State

The roton instability indicates the formation of a new ground state with a density
modulation with wavelength close to the corresponding roton momentum. Within our
Bogoliubov approach, this is accounted for by the macroscopic occupation of not only
the q = 0 mode, but also the modes with q = lks with l ∈ Z. The latter give rise
to a density modulation with momentum ks and break the continuous translational
symmetry, resulting in a supersolid. The mean-field ansatz takes the form

a0 →
√
Ln0 and a±lks →

∆l

2

√
Ln0 e

±ilφ, (6.33)

with the order parameters ∆l accounting for the solid structure. The bosonic field
operator within mean-field theory is replaced by the condensate wave function

Ψ(z) → ϕ(z) ≡
√
n0

(
1 +

∞∑
l=1

∆l cos [l ksz + lφ]

)
. (6.34)

We also added a phase φ for the mean field, which illustrates the possibility to freely
shift the entire density wave in position. Different to our previous treatment, the zero-
momentum mode is not occupied by all particles and the total particle density is given
by

n =
1

L

∫
dz|ϕ(z)|2 = n0

(
1 +

∞∑
l=1

∆2
l

2

)
. (6.35)

Note that for only one order parameter, the ansatz in Eq. (6.34) reduces to the cosine-
modulated ansatz used in [115]. Inserting the mean-field wave function into the effective
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Hamiltonian H, the energy depends on the order parameters ∆l as well as the wave
vector ks, i.e., E(∆ = (∆1,∆2, . . . , ks)), which is conveniently expressed by

E(∆) =NEt(σ, ν)−
∫
dz ϕ∗(z)

ℏ2∇2

2m
ϕ(z)

+
1

2

∫
dz dz′ V (z − z′)|ϕ(z′)|2|ϕ(z)|2

+
2

5
γQF

∫
dz |ϕ(z)|5,

(6.36)

where V (z) is the effective 1D interaction potential in real space. We have evaluated the
energy analytically for up to four order parameters, which can be found in Appendix C.1.
As we will see in the following, including more than four order parameters does not
drastically improve our Ansatz. Note that the energy also still depends on the transverse
variational parameters σ and ν but not on the phase φ. Varying φ results in displacing
the entire modulated state within the tube and accounts for the spontaneously broken
continuous translation symmetry, which will give rise to an additional Goldstone mode
[105]. Without loss of generality, we set φ = 0 in the following.

The ground state is obtained by minimizing the energy E(∆) with respect to ∆, σ,
and ν, under the constraint of a fixed particle number n in Eq. (6.35), resulting in the
parameters ∆gs. The superfluid state is then given by ∆l = 0, while the phase transition
into the supersolid phase is characterized by a finite ∆l ̸= 0. The chemical potential is
determined by

µ =
1

L

dE(∆gs)

dn
. (6.37)

Note that ∆gs also depends on the density n, but in analogy to the treatment in the
superfluid phase we neglect the weak density dependence of the transverse degrees of
freedom σ and ν.

Since the phase diagram of this model has been studied in [115] and an accurate phase
diagram of the microscopic parameters would require to include the transverse degrees
of freedom not only variationally [127], we waive to include a phase diagram here. In
the following we mainly focus on the parameters κc and λc that allow for a second-
order phase transition. Afterwards, we briefly discuss the behavior of our approach for
first-order transitions before we continue with the investigation of the stability in the
thermodynamic limit.

Second-Order Phase Transition

As already mentioned in Sec. 6.3.1, for κc = 11.931 and λc = 1/200 the excitation
spectrum of the superfluid becomes unstable at εdd,c = 1.34 (red solid line in Fig. 6.2).
In Fig. 6.3(a), we show the energy difference per particle,

∆El =
E(∆gs)− E(0)

E⊥N
, (6.38)
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Figure 6.3: Ground state-parameters across the superfluid to supersolid phase transition as
a function of εdd for κc = 11.931 and λc = 1/200. (a) Energy difference per
particle ∆El = [E(∆gs) − E(0)]/(E⊥N) between the ground state of Eq.(6.36)
and the superfluid when including l = 1 . . . 4 order parameters. (b) The four order
parameters used to obtain ∆E4 as a function of εdd. (c) Wave vector ks for the
density modulation in the supersolid state. The gray horizontal line shows the
roton momentum kr. (d) Transverse width σ and (e) transverse anisotropy ν of
the ground-state wave function.
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Chapter 6. Bogoliubov Theory for a Dipolar One-Dimensional Supersolid

between the minimized energy in Eq. (6.36) when including l order parameters and the
energy of the superfluid, E(∆ = 0), as a function of εdd. As expected, for εdd < εdd,c

the energy difference vanishes and the superfluid is the ground state of the system.
Increasing εdd beyond εdd,c, we find a continuous phase transition into the supersolid
phase. While a single order parameter very poorly describes the ground-state energy
across the phase transition (black dashed line), the impact of more than two order
parameters on the results is negligible within the studied parameter range. It shows
that our ansatz converges fast with the number of order parameters. In Fig. 6.3(b), we
show the four lowest order parameters ∆l, which clearly exhibit a continuous behavior
consistent with a second-order phase transition. From Fig. 6.3(c) we can see that the
density modulation at the critical point appears at the position of the roton instability kr

(gray horizontal line), but ks is slightly lowered for increasing εdd, i.e., the lattice spacing
increases. This behavior can be understood as the side-by-side orientation of the dipoles
pushes neighboring droplets further apart for an increasing dipolar strength. Fig. 6.3(d)
and (e) show the transverse width and anisotropy of the ground-state wave function.
Since κ > 1, the three-dimensional character of the system leads to the width of the
cloud being larger than the harmonic oscillator length (σ > 1), while the anisotropic
dipolar interactions leads to a significant anisotropy of the cloud.

In addition to the continuous transition, we briefly want to comment on first-order
transitions within our approach.

First-Order Transition

For the parameters κc and λc, a single order parameter does not describe the ground
state accurately but predicts the correct type of phase transition, which is not generally
true. For first-order transitions, including only a single order parameter can falsely
predict a continuous transition, while including more order parameters clearly indicates
a discontinuous transition. To show this, we consider the critical values κ(1)c = 9.982
and λ

(1)
c = 1/220 in this section. The values are chosen such that the roton instability

again appears at εdd,c = 1.34, however, since κ(1)c and λ
(1)
c are smaller compared to the

values chosen in the previous section, the term λκ3/2 ∼ HLHY/N is too small and the
transition is of first order. This becomes apparent in Fig. 6.4, where we show the system
parameters across the phase transition.

For Figs. 6.4(a)-(e), we only include a single order parameter in our approach, which
corresponds to a simple cosine-modulated ansatz. The energy difference per particle ∆E1

in Fig. 6.4(a), the order parameter ∆1 in Fig 6.4(b), the modulation ks in Fig. 6.4(c), as
well as the transverse width σ in Fig. 6.4(d) and the transverse anisotropy ν in Fig. 6.4(e)
all indicate a second-order phase transition, analogously to the parameter regime in the
previous section. Including more order parameters, the discussion changes drastically.
By including more order parameters we find that the ground-state energy can be low-
ered even for εdd < εdd,c [see Fig. 6.4(f)] indicating a first-order phase transition. For
Figs. 6.4(g)-(j) we show the system parameters when including four order parameters. In
Fig. 6.4(g), the lowest order parameters ∆l show a jump to a finite value at εdd ≈ 1.3395.

80



6.4 Supersolid Regime

-20

-10

0 (a)

0.0

0.2

0.4

0.6 (b)

1.48

1.50

1.52

1.54

1.56 (c)

1.6

1.7

1.8
(d)

-0.5 0 0.5 1

3.0

3.5

4.0 (e)

-20

-10

0 (f)

0.0

0.2

0.4

0.6 (g)

1.48

1.50

1.52

1.54

1.56 (h)

1.6

1.7

1.8
(i)

-0.5 0 0.5 1

3.0

3.5

4.0 (j)

Figure 6.4: Ground-state parameters across the superfluid to supersolid phase transition as a
function of εdd for κc = 9.982 and λc = 1/220. For (a)-(e) we only include a single
order parameter. (a) Energy difference per particle ∆E1. (b) Order parameter
used to obtain ∆E1 as a function of εdd. (c) Wave vector ks for the density
modulation of the supersolid state. (d) Transverse width σ and (e) transverse
anisotropy ν of the ground-state wave function. (f) Energy difference per particle
∆El when including l = 1 . . . 4 order parameters. For (g)-(j) we include four order
parameters to obtain the system parameters’ analog to (b)-(e).
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Chapter 6. Bogoliubov Theory for a Dipolar One-Dimensional Supersolid

This discontinuous behavior also appears in the width in Fig. 6.4(i) and anisotropy in
Fig. 6.4(j) of the ground-state wave function. The modulation of the ground state never
coincides with the roton momentum (gray horizontal line) [see Fig. 6.4(h)]. The previous
discussion shows that a simple cosine-modulated ansatz can falsely predict a continuous
transition and can therefore be very misleading.

In the following, we will focus on the second-order phase transition and calculate the
excitation spectrum in the supersolid regime.

6.4.2 | Excitations in the Supersolid

To study the excitation spectrum in the supersolid phase, we generalize the procedure
introduced in Sec. 3.1.1 to systems with more than one macroscopically occupied mode.
Since our results converge very fast with the number of order parameters, it is sufficient
to include only two order parameters in the analysis. We again expand the field operator
around the mean-field values

Ψ(z) = ϕ(z) + δψ(z) (6.39)

and derive the Hamiltonian up to second order in δψ(z), which leads to a quadratic
Hamiltonian in the creation and annihilation operators a(†)q . Due to the broken transla-
tional symmetry in the supersolid state, the excitations are only characterized by their
quasi-momentum within the first Brillouin zone and couple states with a momentum dif-
ference of ±lks. Therefore, the excitations exhibit a behavior similar to the well-known
band structure in solids. As we are interested in the low-energy modes, however, we
only analyze the lowest band. The Hamiltonian takes the form

HB =
1

2

∑
q∈1.BZ

:

(
a†
+

a−

)[(
χ 0
0 χ

)
+

(
η η
η η

)](
a+

a†
−

)
: (6.40)

where

a± =



a±q

a±(q+ks)

a±(q−ks)

a±(q+2ks)

a±(q−2ks)
...


, (6.41)

and the matrices χ and η depend on ∆gs and the chemical potential µ. We obtain
the excitation spectrum by diagonalizing the Hamiltonian in Eq.(6.40) via a Bogoliubov
transformation

ai =
∑
α

uαi bα + vαi b
†
−α , where i, α ∈ {q + lks, l ∈ Z}. (6.42)
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Figure 6.5: Excitation spectrum in the supersolid phase for εdd = 1.3405, λc = 1/200, and
κc = 11.931. The red solid line shows the solution ϵs of Eq.(6.43) as a function
of q l⊥. The gray vertical line indicates the first Brillouin zone. The black and
gray dashed lines show the phonon and roton branches at the phase transition,
respectively, and are used as a guide to the eye.

Finding the eigenmodes ϵs in the supersolid then reduces to finding the eigenvalues of
χ2 + 2χη,

det
(
χ2 + 2χη − ϵs(q)

21
)
= 0, (6.43)

which generalizes Eq. (6.26) to systems where more than one mode is macroscopically
occupied.

As shown in Sec. 6.4.1, the ground state close to the continuous phase transition
is very accurately described by including only the two order parameters ∆1 and ∆2.
The restriction to two order parameters implies that in our treatment, the modes with
momenta q = 0,±ks,±2ks are macroscopically occupied, while all the remaining modes
are not. For a consistent expansion in the macroscopically occupied modes (and thus ∆1

and ∆2), the matrices χ and η must be restricted to only include the coupling between
these modes. Hence, χ and η reduce to 5× 5 matrices and the vectors a± are restricted
to the 5 lowest momentum modes q, q±ks, q±2ks, with q in the first Brillouin zone. We
determine the expression for the matrices χ and η analytically (see Appendix C.2) and
calculate the eigenvalues numerically.

In Fig. 6.5, we show the excitation spectrum for εdd = 1.3405, close to the instability
at εdd,c = 1.34. The three red solid lines show the lowest eigenvalues ϵs(ql⊥)/E⊥. The
remaining two eigenvalues contribute to higher bands and are not shown. We have also
added the roton modes (gray dotted lines) and the phonon mode (black dotted line)
which were evaluated at the critical point. The gray vertical line indicates the first
Brillouin zone. The excitation spectrum contains two gapless modes at q = 0, stemming
from the broken U(1) and translational symmetry in the supersolid, while the third mode
shows a finite gap. The latter corresponds to the amplitude mode of the solid structure.
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Chapter 6. Bogoliubov Theory for a Dipolar One-Dimensional Supersolid

None of the modes show an instability, which indicates the stability of the supersolid
phase in the thermodynamic limit. It is important to point out that restricting the
analysis to a single order parameter ∆1 for the parameters above significantly alters the
excitation spectrum. In particular, the amplitude mode is strongly affected. Therefore,
it is crucial to accurately describe the ground state in the supersolid phase and derive
the excitation spectrum with high accuracy.

6.5 | Conclusion
We present a study of the excitation spectrum of a weakly interacting gas of dipolar
bosons in a tight transverse harmonic confinement across the superfluid-to-supersolid
phase transition. In a one-dimensional geometry, where the dipoles are aligned per-
pendicular to the tube, we introduce an effective Hamiltonian which includes beyond-
mean-field effects in a local-density approximation and make a variational ansatz for
the transverse degrees of freedom. The transverse confinement in combination with the
dipolar interaction leads to a roton spectrum in the superfluid. When the roton mode
goes soft, more than a single mode becomes macroscopically occupied and we adapt
Bogoliubov theory by introducing an order parameter for each additional macroscop-
ically occupied mode. This allows us to determine the ground-state energy and the
excitation spectrum across the phase transition. For parameters comparable to current
dysprosium experiments, we find that using one order parameter, which corresponds to
a simple cosine-modulated ansatz for the ground-state wave function in the supersolid,
is not enough to describe the system, neither in the continuous nor in the discontinuous
transition regime. However, we show that our ansatz converges fast with the number of
order parameters. The excitation spectrum in the supersolid regime close to a continu-
ous transition shows no instabilities, indicating the stability in the thermodynamic limit.
In the low-energy regime, we find two gapless modes in agreement with the two broken
continuous symmetries as well as a gapped amplitude mode for the solid structure.
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7 | Quantum Fluctuations in
One-Dimensional Supersolids

Our discussion of the one-dimensional supersolid in Chapter 6 within Bogoliubov theory
inherently assumes the presence of diagonal and off-diagonal long-range order. In one-
dimension, however, quantum fluctuations prevent the appearance of long-range order in
a supersolid even at zero temperature [78–80]. Nevertheless Bogoliubov theory can pro-
vide reliable results, as long as quasi-long-range order survives in the system [155, 156].
In this chapter, we derive the quantum critical behavior and study its influence on the
superfluid response and properties of the solid. Our analysis is based on an effective low-
energy description [188–190] which takes into account the two coupled Goldstone modes
of the supersolid. We find that the quantum phase transition from the superfluid to the
supersolid is shifted by quantum fluctuations from the position where the local forma-
tion of a solid structure takes place. For current experimental parameters with dipolar
atomic gases, this shift is extremely small and cannot be resolved yet. Hence, current
observations in experiments are expected to be in good agreement with predictions from
mean-field theory based on the extended Gross-Pitaevskii formalism.

This chapter is based on the publication [85]. Most of the work for the publication
has been conducted by Chris Bühler. The contribution of this thesis mainly concerns
the connection between the parameters of our effective low-energy description and the
microscopic parameters for an experimentally realistic setup based on dysprosium atoms
close to the superfluid-to-supersolid phase transition. With that in mind, we will focus
this chapter on the aspects that are relevant to establish this connection and are impor-
tant to understand the critical behavior close to the phase transition. However, we will
also briefly summarize the main results of Ref. [85] to tell a coherent story. For a detailed
discussion we refer the reader to Ref. [85] and the Master thesis of Chris Bühler [191].

7.1 | Introduction
In Chapter 6, we have investigated the superfluid-to-supersolid phase transition in the
thermodynamic limit in a one-dimensional geometry, motivated by the recent observa-
tion of supersolid phases in elongated traps [99–101]. So far, the theoretical description
of these experiments is based on mean-field theory within the extended Gross-Pitaevskii
formalism and also our approach in Chapter 6 is no exception. It includes the leading
beyond-mean-field correction within local-density approximation [39, 40]. These correc-
tions account for the modification of short-range correlations by quantum fluctuations.
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The behavior of the beyond-mean-field effects has been studied for superfluids in tight
traps [176–178] and has been the focus of the discussion of Chapter 5. Analyses based on
the extended Gross-Pitaevskii formalism are in good agreement with the experimental
observations in elongated trap geometries, and also predict the stability of the supersolid
phase in the thermodynamic limit for a one-dimensional geometry [74, 127, 128, 186] as
discussed in Chapter 6.

The properties of the supersolid are usually understood in terms of spontaneous sym-
metry breaking: The spontaneous breaking of the translational symmetry gives rise
to the solid structure (diagonal long-range order) while the superfluid results from the
broken U(1) symmetry and is connected to off-diagonal long-range order [75, 90]. Also
note that the approach in Chapter 6 inherently assumes the presence of diagonal and off-
diagonal long-range order. In one dimension, however, a remarkable property of quantum
fluctuations is that they strongly influence both, the spontaneous symmetry breaking and
the appearance of order at large distances [9, 78, 79], in addition to the modification of
short-range correlations. In particular, it is well established that one-dimensional super-
fluids only exhibit quasi-long-range order with a characteristic algebraic decay [81–84].
Despite the absence of true off-diagonal long-range order, one-dimensional superfluids
can still support a superfluid flow across a weak impurity [192, 193]. Similarly, quantum
fluctuations will prevent the appearance of diagonal and off-diagonal long-range order
and modify the characteristic properties of the one-dimensional supersolid state.

In this chapter, we study the influence of quantum fluctuations at large distances and
the appearance of quasi-long-range order for such one-dimensional supersolid phases in
the thermodynamic limit. This allows us to investigate whether the use of the extended
Gross-Pitaevskii equation is justified for current experimental parameters. The analysis
is based on the effective low-energy theory for a supersolid with many particles within
a lattice site [188–190], and allows for the derivation of the algebraic behavior of the
characteristic correlation functions. The superfluid is defined by the ability of the system
to sustain a dissipationless particle flow across a weak impurity, i.e., absence of a linear
relation between flow and pressure [192, 193]. In analogy the solid character is defined
by the ability of the system to drag the solid structure with a moving impurity.

We start by introducing the effective low-energy description. Within this approach, we
will then derive the characteristic correlation functions of the supersolid and afterwards
analyze the superfluid-to-supersolid phase transition through the action of an impurity.
We will then estimate the quantum critical regime by connecting the low-energy descrip-
tion to the microscopic parameters in an experiment, for which we will use the effective
Hamiltonian of Chapter 6.
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7.2 Low-Energy Description of One-Dimensional Supersolids

7.2 | Low-Energy Description of One-Dimensional
Supersolids

We start with the effective low-energy description of a one-dimensional supersolid con-
sisting of weakly interacting bosons of mass m with a large number of atoms per lattice
site. Then, the bosonic field operator can be written as

ψ(x) =
√
ρ(x) eiφ(x) (7.1)

with the phase field φ and the density field

ρ(x) = [n+ δn(x)] f

(
x− d

2π
u(x)

)
, (7.2)

while we introduced the notation x = (x, t) for the space-time coordinate. Here, f(x) =
f(x+ d) is a periodic function with period d and normalized

1

d

∫ d

0

dx f(x) = 1. (7.3)

It accounts for the local formation of a solid-like structure by droplets, while the displace-
ment field u(x) allows for fluctuations in the position of these droplets. The averaged
one-dimensional density is denoted by n in this chapter such that each droplet contains
nd≫ 1 particles, while δn(x) describes local density fluctuations. Note that within our
low-energy description, the fields φ, δn, and u vary only slowly compared to the periodic
function f(x).

7.2.1 | Effective Lagrangian

To obtain the low-energy behavior of the supersolid, the goal is to separate the long-
wavelength behavior of the system from the underlying rapidly oscillating lattice. This
results in an effective Lagrangian for the slowly varying fields φ, δn, and u [188–190],

L =− ℏδn∂tφ− κ
2
(δn)2 − λ′L

2
(∂xu)

2 − ξ′δn∂xu

+
ℏ2n
2m

[
nL

n

(
md

2πℏ
∂tu− ∂xφ

)2

− (∂xφ)
2

]
.

(7.4)

The second line corresponds to the kinetic energy, where the term ∂tu accounts for the
velocity of the droplet at position x, while the superfluid exhibits a reduced superfluid
density ns ≡ n−nL due to the formation of a local solid-like structure [90]. Furthermore,
the first line includes the conventional coupling between the phase field and the density
in a superfluid as well as an expansion of the interaction energy to second order in the
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slowly varying fields with parameters κ, λ′L and ξ′. The stability of the system naturally
requires κλ′L − (ξ′)2 > 0. In the weakly interacting regime, we also require

ℏ2n
mκ

≫ 1, (7.5)

such that the kinetic energy of the superfluid is much larger than the interaction energy.
Note that in the superfluid, this is the same condition as in Eq. (3.61) since κ → g1D. In
the vicinity of the superfluid-to-supersolid phase transition, we will derive the parameters
κ, λ′L, and ξ within mean-field theory in Sec. 7.4.1.

The Lagrangian in Eq. (7.4) describes a strong coupling between the Bogoliubov mode
of the superfluid and the phonon mode of a solid, and it gives rise to two linear sound
modes accounting for the two broken symmetries. Furthermore, the Euler-Lagrange
equations provide the current conservation

∂tδn = −∂x(js + jn), (7.6)

with the normal and superfluid current

jn = (nLd/2π)∂tu and js = (ℏns/m)∂xφ. (7.7)

For nL/n→ 0 the solid structure disappears. Consequently, ξ′ → 0 and λ′L → 0, and we
recover the effective low-energy description of a superfluid. For nL/n→ 1, we obtain the
theory of phonons in a solid with the compressibility (n2κ + 4π2λ′L/d

2 − 4πnξ′/d)/m.

7.2.2 | Hamilton Description

So far, the effective Lagrangian (7.4) contains the coupled slowly varying fields φ, δn,
and u. To make use of a canonical transformation which decouples the fields, it is
convenient to switch to a Hamiltonian description of the low-energy quantum theory.
With the conjugate variables

Π =
∂L
∂φ̇

= −ℏδn ≡ −ℏ
π
∂xϑ , (7.8a)

P =
∂L
∂u̇

= −ℏdnL

2π

(
∂xφ− md

2πℏ
∂tu

)
≡ −ℏ

π
∂xw (7.8b)

the Hamilton density becomes H = Πφ̇+ Pu̇−L and we can write the Hamiltonian as

H =
ℏ
2π

∫
dx

[
vJ

(
∂xφ
∂xw

)
MJ

(
∂xφ
∂xw

)
+ vN

(
∂xϑ
∂xu

)
MN

(
∂xϑ
∂xu

)]
. (7.9)

Here, we have introduced the two velocities vJ = ℏπn/m and vN = κ/πℏ, with vN/vJ ≪
1 in the weakly interacting regime. The matrices MJ and MN take the form

MJ =

(
1 −β
−β β2/γ

)
, MN =

(
1 ξ
ξ λL

)
, (7.10)
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with β = 2/nd, γ = nL/n and the dimensionless parameters λL = λ′Lπ
2/κ and ξ =

ξ′π/κ. Since γ ≤ 1, MJ is positive semi-definite. The stability in the thermodynamic
limit requires MN to be positive semi-definite as well, i.e. λL − ξ2 ≥ 0. Being conjugate
variables, the canonical commutation relations read

[∂xϑ(x), φ(y)] = iπδ(x− y) = [∂xu(x), w(y)] . (7.11)

Canonical Transformation

Using a canonical transformation, we can diagonalize this Hamiltonian into two un-
coupled sound modes. The invariance of the commutator in Eq. (7.11) requires the
transformation to be of the form(

ϕ+

ϕ−

)
= Q

(
φ
w

)
,

(
θ+
θ−

)
=
(
Q−1

)T (ϑ
u

)
. (7.12)

Hence, for a diagonal Hamiltonian with uncoupled sound velocities v± the transformation
Q has to fulfill

(
Q−1

)T
[vJMJ ]Q−1 =

(
v+ 0
0 v−

)
and Q [vNMN ]QT =

(
v+ 0
0 v−

)
. (7.13)

To construct Q, we realize that

Q [vNvJMNMJ ]Q−1 =

(
v2+ 0
0 v2−

)
, (7.14)

which means that we can simply find the eigenvectors of MNMJ and fix their length such
that Eq. (7.13) is fulfilled. A closed expression for the matrix Q is given in Appendix
D.1. For a detailed derivation, we refer the reader to [191].

With this transformation, we obtain the Hamiltonian

H =
ℏ
2π

∫
dx

∑
σ∈{+,−}

vσ
[
(∂xϕσ)

2 + (∂xθσ)
2] (7.15)

with the two sound velocities

v2± =
vJvN
2

[
α±

√
α2 − 4β2(λL − ξ2)(1− γ)/γ

]
(7.16)

and

α = 1− 2ξβ + β2λL/γ. (7.17)

With this Hamiltonian, we will consider the characteristic correlation functions next and
afterwards introduce perturbations to the simple quadratic theory, which allows us to
study the quantum phase transitions in the system.
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7.3 | Correlations

For the quadratic diagonal Hamiltonian from Eq. (7.15) obtaining correlation functions
for the fields ϕ and θ is straightforward. For an elaborate discussion, we refer the reader
to standard textbooks (e.g.[83, 194–196]). In imaginary time (t→ −iτ) we obtain

⟨[θσ(x, τ)− θσ′(0)]2⟩ = ⟨[ϕσ(x, τ)− ϕσ′(0)]2⟩ = 1

2
δσ,σ′ ln

(
x2 + (vστ + ζ)2

ζ2

)
, (7.18)

with a short-distance cut-off ζ. The first equality can be understood as the Hamiltonian
(7.15) is invariant under θ → ϕ, ϕ → θ. The connection to the physical fields is then
provided by Q [see Eq. (7.12)]. For the (equal-time) long-distance behavior of the one-
particle density matrix we obtain

⟨ψ(x)ψ†(0)⟩ = n

(
ζ

|x|

)A/2

, (7.19)

resulting in quasi-off-diagonal long-range order for the superfluid, where the algebraic
decay is determined by

A = [(Q−1)11]
2 + [(Q−1)12]

2 =
vN

v+ + v−

[
1 +

√
β2(λL − ξ)

γ(1− γ)

]
. (7.20)

The density-density correlations provide the quasi-long-range diagonal order for the solid,

⟨ρ(x)ρ(0)⟩ − n2 = − C

2π2|x|2
+ η

(
ζ

|x|

)B/2

cos
2πx

d
, (7.21)

where we have introduced

B = (Q12)
2 + (Q22)

2 =
vJ

v+ + v−
β2

[
1

γ
+

√
1− γ

γβ2 (λL − ξ2)

]
, (7.22a)

C = (Q11)
2 + (Q21)

2 =
vJ

v+ + v−

[
1 + λL β

2

√
1− γ

γβ2(λL − ξ2)

]
, (7.22b)

and η is a non-universal parameter.
While the correlation functions in Eq. (7.19) and Eq. (7.21) clearly exhibit off-diagonal

as well as diagonal quasi-long-range order, respectively, an algebraic behavior of the
correlation functions alone does not necessarily indicate the presence of a superfluid and
solid behavior of the system. We still need to investigate the systems response to a
perturbation to characterize the phase transition.
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7.4 Superfluid-to-Supersolid Phase Transition

7.4 | Superfluid-to-Supersolid Phase Transition
In the following, we study the quantum phase transitions in the system. The charac-
teristic property of a superfluid is that it can sustain a superfluid flow, while in a solid
a moving localized impurity can drag the solid structure along. A supersolid exhibits
both of these properties, as it can sustain a superfluid flow while a moving impurity
drags the solid structure along. These conditions provide critical values for the algebraic
correlations above and will be studied in the following.

We start with the parameters in the superfluid close to the formation of a solid-like
structure, where γ ≪ 1 such that A ∼

√
vN/vJ ≪ 1. This condition is sufficient to

sustain a superfluid flow (see Sec. 7.5). Therefore, we first study the transition into the
supersolid for increasing γ, resulting in a stronger local solid-like structure.

A local impurity at position x0 is described by an external potential VI ≈ gδ(x− x0)
and provides a contribution to the low-energy Hamiltonian

HI =

∫
dxρ(x)VI(x) ∼ gu cos(u(x0) + 2πx0/d), (7.23)

where we expanded the local solid structure f(x) in Eq. (7.2) into a Fourier series.
Note that the impurity can provide additional terms when taking the discrete nature
of particles into account [82], but these do not become relevant before superfluidity is
lost (see Sec. 7.5). The low-energy description then reduces to a coupled boundary sine-
Gordon model [197–202]. A renormalization group analysis provides the flow equation
for gu,

∂lgu = (1−B/4) gu, (7.24)

where l is the scaling parameter. Hence, the term in Eq. (7.23) is irrelevant for B > 4,
which means that the system does not feel the presence of the impurity in the low-energy
regime. In turn, the term becomes relevant for B < 4 and pins u(x0) to the minimum
of the cosine. Varying the position x0 of the impurity then results in a change in u,
which shifts the entire local solid structure of the system with the impurity. Thus, the
system exhibits a solid character for B < 4. In Fig. 7.1 the critical line B = 4 of the
quantum phase transition separating the superfluid from the supersolid is shown for
different values of ξ. The parameters vJ/vN = 1.0 × 107 and β = 2.1 × 10−4 are fixed
to realistic values derived within mean-field theory using an extended Gross-Pitaevskii
approach for an experimentally realistic setup (see Sec 7.4.1). The black dashed line
shows the asymptotic behavior of B close to the phase transition, which is given by

B ∼ β2

√
vJ
vN

1√
γβ2λL

for γ → 0 . (7.25)

The transition always takes place at a finite and non-vanishing value of γ and is therefore
shifted from the local formation of a solid structure at γ = 0.
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supersolid

superfluid

Figure 7.1: Critical line B = 4 (red solid line) as a function of γ and β2(λ − ξ2) at βξ = 0
for fixed vJ/vN ≈ 1.0× 107 and β ≈ 2.1× 10−4. The black dashed line shows the
asymptotic behavior of B for γ → 0. In the gray shaded region B > 4 and the
system does not feel the impurity (superfluid), while in the white region B < 4
the perturbation becomes relevant (supersolid). The orange dotted line shows the
path across the phase transition for experimentally realistic parameters. In the
inset, we fix βξ = 0.1 while vJ/vN and β remain unchanged. This figure was
created by Chris Bühler.

7.4.1 | Connection to Microscopic Parameters

In the following, we analyze the quantum critical region for an experimentally realistic
setup based on dysprosium atoms. For this, we consider the reduced three-dimensional
model of dipolar bosons of mass m in a transverse harmonic trap of oscillator length l⊥
introduced in Chapter 6 [128, 186].

Let us briefly recapitulate the procedure of Chapter 6. In a mean-field approach,
we include quantum fluctuations in local-density approximation and use a variational
ansatz ψ(y, z) = 1√

πσ
e−(νy2+z2/ν)/σ2 for the wave function in the transverse direction. The

variational parameters σ and ν are determined by minimizing the ground-state energy.
In the supersolid regime, we use the mean-field ansatz

ϕ(x) =

√
n√

1 +
∑∞

l=1∆
2
l /2

(
1 +

∞∑
l=1

∆l cos [l ksx]

)
(6.34 revisited)

for the longitudinal direction, with the order parameters ∆l, the wave vector ks of the
modulation and the one-dimensional density n. With the mean-field ansatz, we can
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write the energy as

E(∆) =NEt(σ, ν)−
∫
dx ϕ∗(x)

ℏ2∇2

2m
ϕ(x)

+
1

2

∫
dx dx′ V (x− x′)|ϕ(x′)|2|ϕ(x)|2

+
2

5
γQF

∫
dx |ϕ(x)|5,

(6.36 revisited)

where the first line contains the kinetic energy and the energy contribution of the trans-
verse trap. The second line takes into account the interaction between the particles
while the third line includes quantum fluctuations within local-density approximation.
The ground state is obtained by minimizing Eq. (6.36) with respect to ∆l and ks as well
as σ and ν.

From the ground state we can extract all relevant quantities of our model. Within
mean-field theory, Leggetts upper bound for the superfluid fraction [90] is completely
saturated [203],

ns

n
=

 ks

2π

2π/ks∫
0

dx |ϕ(x)|2
 ks

2π

2π/ks∫
0

dx
1

|ϕ(x)|2

−1

, (7.26)

such that we obtain

γ =
nL

n
= 1− ns

n
. (7.27)

The parameters κ, ξ′ and λ′ of our model characterize the effective potential of the
supersolid,

V =
κ
2
(δn)2 +

λ′L
2
(∂xu)

2 + ξ′δn∂xu , (7.28)

and account for energy contributions to variations in the density (κ), the lattice spacing
(λ′L) and combinations of both (ξ′). We can investigate those energy contributions with
the ground state of Eq. (6.36) and thus obtain κ, λ′L and ξ′. To do so, we calculate
the ground-state energy in our dimensionless units for a given κ = nas, εdd = add/as
and λ = as/l⊥, where as is the scattering length and add is the dipolar length. This
then provides us with the ground-state parameters ∆gs and ks as well as the chemical
potential µ. For a fixed chemical potential and ∆gs, we can then expand E(∆gs)− µN
up to second order in the variations of ks and κ,

[E(∆gs)− µN ]as

L
=

ℏ2

ml2⊥

[
C0 + Cκ(δκ)

2 + Cλ′
L
(l⊥δks)

2 + Cξ′(δκ)(l⊥δks)
]
, (7.29)

where L is the quantization volume and we obtain the expansion coefficient Cκ, Cλ′
L

and
Cξ′ numerically. Variations in κ we can directly connect to δn since δκ = asδn, while a
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Figure 7.2: System parameters γ, βξ and β2λL as a function of εdd for κc = 11.931 and
λc = 1/200. For γ → 0, we find that ξ and λL vanish.

variation in the wave vector ks is connected to ∂xu. To establish the latter connection,
we note that a (slowly varying) linear displacement field ∂xu = δa = const. changes the
periodicity of the system, which translates to ks → ks − (δa) = k + δks.

Comparing the effective potential from Eq. (7.28) to the expansion in Eq. (7.29), we
obtain the parameters

κ =
2ℏ2as

ml2⊥
Cκ, λ′L =

2ℏ2

mas
Cλ′

L
, ξ′ = − ℏ2

ml⊥
Cξ′ , (7.30)

resulting in the dimensionless parameters

λL =
λ′Lπ

2

κ
=
π2Cλ′

L

λ2Cκ
, ξ =

ξ′π

κ
= − πCξ′

2λCκ
,

β =
2

nd
=

(ksl⊥)λ

πκ
,

vJ
vN

=
ℏ2π2n

mκ
=

π2κ

2λ2Cκ
. (7.31)

We focus our analysis on the parameter regime of Chapter 6 in which mean-field
theory predicts a second-order phase transition (see Sec. 6.4.1). For κc = 11.931 and
λc = 1/200 the local formation of a droplets appears at εdd,c = 1.34. As the ground state
converges very fast with the number of order parameters (see Fig. 6.3), we include two
order parameters in our ansatz (6.34). For such a set of parameters, we obtain vJ/vN ≈
1.0× 107 and β ≈ 2.1× 10−4. In Fig. 7.2, we show the parameters γ, βξ, and β2λL as a
function of εdd−εdd,c close to the phase transition. As predicted above, we find that ξ and
λL vanish for γ → 0. The behavior of the parameter B/4 is shown in Fig. 7.3. Indeed,
we find that the quantum phase transition to the supersolid at B/4 = 1 (gray vertical
line) is shifted by quantum fluctuations from the position where a local solid structure
forms at εdd,c = 1.34 (black vertical line). However, this region is extremely small with
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Figure 7.3: Superfluid-to-supersolid transition for increasing dipolar strength. We show B/4
as a function of εdd − εdd,c, where εdd,c = 1.34 marks the local formation of
droplets. To obtain B, we use the parameters of Fig. 7.2. The system transitions
to the supersolid at B/4 = 1 (gray vertical line), which is shifted compared to the
local formation of a solid structure at γ = 0 (black vertical line).

δ ≈ 5×10−7 and beyond current control on the experimental parameters. Therefore, the
transition from the superfluid into the supersolid phase is excellently described by mean-
field theory within the extended Gross-Pitaevskii approach for current experimental
setups.

7.5 | Supersolid-to-Solid Phase Transition
For completeness, we also want to briefly summarize the results obtained for the tran-
sition from the supersolid to the solid, which appears for γ → 1. In this regime, the
different droplets are only connected by a very weak superfluid link, giving rise to a
Josephson junction between each droplet. Such a Josephson junction can only support
a superfluid flow if A < 1 in Eq. (7.20) [197]. For experimentally realistic setups with
vN/vJ ≪ 1 and the asymptotic behavior

A ∼ 1√
1− γ

√
vN
vJ

for γ → 1, (7.32)

we find that this transition can only appear for γ ≈ 1. This simple criterion provides an
upper bound on the transition from the supersolid into the solid. However, this transition
can be preempted at commensurate fillings with an integer number of particles within
each droplet, i.e., nd = 2/β ∈ N. Then, the microscopic interaction between the particles
also generates a term [82]

HM = gM

∫∫
dx dt cos (2ϑ(x) + 2u(x)/β) , (7.33)
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which becomes relevant for

D = (Q11 + Q12/β)
2 + (Q21 + Q22/β)

2 < 2 , (7.34)

and pins the number of particles in each droplet to the integer value 2/β. It de-
scribes the quantum phase transition into a Mott insulator with an excitation gap for
adding/removing a particle from a droplet. However, the droplets can still fluctuate in
position giving rise to a phononic sound mode characteristic for a solid. Since D = A−1

for γ → 1, the Mott transition at commensurate fillings occurs earlier than the transition
of a single Josephson junction.

7.6 | Conclusion
We present a study on the influence of quantum fluctuations on a one-dimensional super-
solid. We obtain quasi-long-range order for the off-diagonal one-particle density matrix
as well as diagonal order for the density-density correlation functions and determine the
exponents for the algebraic decay. We find that the quantum phase transition from the
superfluid to the supersolid is shifted by quantum fluctuations from the position where
a local solid structure forms. Close to the superfluid-to-supersolid phase transition, we
connect the parameters of our effective low-energy description to the microscopic pa-
rameters of current dysprosium experiments with many atoms per lattice site. For these
systems we find that the shift is extremely small, which means that the supersolid is
accurately described by the extended Gross-Pitaevskii equation.
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8 | Miscellaneous

In this chapter, we present two projects with promising ideas that were not completed.
For both projects it became clear that an elaborate numerical investigation is necessary
to confirm our intuition. However, the topic of quantum fluctuations in cold atomic
gases poses many interesting research questions that can be addressed without relying on
extensive numerics. While working on these projects, the interest in dipolar supersolids
exploded in the community. Therefore, I decided to dedicate my time to this new
interesting research topic and not spend my time programming. Nevertheless, both
projects deserve to be mentioned here such that hopefully someone can finish them in
the future.

The ideas for both projects stem from our investigation of the dimensional crossover
discussed in Chapter 5. In the first part of this chapter, we adapt the approach of
Hugenholtz and Pines [7] with the goal to derive the beyond-mean-field correction for
self-bound states.

In the second part of this chapter, we focus on short-range interactions in optical
lattices, in particular for a two-dimensional geometry with a harmonic trapping in the
transverse direction. For this setup, we make the connection between the Hubbard
parameters of a single band two-dimensional Hubbard model and the scattering length
as in three dimensions. The connection to the investigation of the dimensional crossover
might not be immediately obvious. There, however, it became clear that a thorough
understanding of scattering in confined geometries and the concept of the confinement-
induced resonance is crucial. With the Feshbach model discussed in Sec. 2.3.2, we have a
powerful tool to connect the effective scattering a2D to the scattering length as. We follow
the same procedure as in [204, 205], where the connection of the Hubbard parameters
to the scattering length as has been established for a three-dimensional lattice.

8.1 | Beyond-Mean-field Correction in a Self-Bound
Quantum Droplet

Quantum droplets form in a regime, where the competition of an attractive and repulsive
interaction leads to a cancellation of the mean-field energy such that the beyond-mean-
field corrections become crucial to understand the stability of these systems [45, 49].
Since the beyond-mean-field effects become the leading order of the description, they
have to be determined with high precision to allow for quantitative statements about
the experiments. It is important to note that these quantum droplets do not rely on
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an external trapping potential, but also appear self-bound [47, 59–62, 171]. However,
the current description, which relies on the local-density approximation, fails to predict
the critical atom number of these self-bound states and shows a systematic shift in the
scattering length [47]. From the discussion of the dimensional crossover in Chapter
5, we have seen that although the local-density approximation is surprisingly accurate
even for tightly confined systems, there are corrections to it, which might explain this
discrepancy. Our results obtained from the dimensional crossover, however, cannot be
directly applied to the self-bound dipolar systems.

In this section, we want to adapt the procedure introduced in Chapter 5 to dipolar
self-bound states. For a better description of the experimental results we propose the
following modifications to our prior analysis: The self-bound dipolar droplets observed
in the experiments are highly elongated in the direction of the dipole axis (z-axis). In
the transverse directions the density profile resembles a Gaussian. Since these droplets
are self-bound, no external potential is necessary and the grand-canonical Hamiltonian
describing the system reads

H ′ =

∫
d3rΨ†(r)

(
−ℏ2∆
2mp

− µ

)
Ψ(r) +

∫
d3r d3r′Ψ†(r)Ψ†(r′)V (r − r′)Ψ(r′)Ψ(r),

(8.1)

where mp is the mass of the particles and µ is the chemical potential. The interaction
potential V (r − r′) includes the long-range dipolar interaction in addition to the short-
range contact interaction [see Eq. (2.60)].

The main idea is now not to expand the field operators Ψ(r) in terms of plane waves,
which would be the obvious choice to diagonalize the non-interacting Hamiltonian, but
instead to expand it in terms of the harmonic oscillator wave functions to account for
the experimentally observed Gaussian shape of the droplets,

Ψ(r) =
1√
L

∑
k,u

Rnm(ρ)e
imϕeikzak,u . (8.2)

Here, u = (n,m) with n ∈ N0, m ∈ Z and Rnm(ρ) is the radial wave function of the
two-dimensional harmonic oscillator. In the following, we use cylindrical coordinates
with the radial distance ρ2 = x2 + y2 and azimuthal angle ϕ.

The harmonic oscillator wave functions introduce a length scale l, which characterizes
the extent of the droplets but is not given by an external potential. The goal is then
to derive the beyond-mean-field correction for this setup and treat l as a variational
parameter. For a given l, we can derive the ground-state energy E as well as the chemical
potential µ including beyond-mean-field corrections. This procedure is detailed in this
section. The challenging numerical task is then to use the beyond-mean-field correction
for the chemical potential in the extended Gross-Pitaevskii equation and find the ground
state and its energy in a finite system. Note that this procedure is usually performed
with the result from the local-density approximation. Here, however, this procedure has
to be repeated for varying l until the ground-state energy of the droplet is minimized.
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The deviations from the local-density approximation will be small, but hopefully provide
a shift to the critical atom number.

8.1.1 | Ground-State Energy of the Self-Bound State

To obtain the beyond-mean-field correction for the self-bound state, we repeat the pro-
cedure introduced in Sec. 3.1.2. We start by inserting the field operators from Eq. (8.2)
into the Hamiltonian in Eq. (8.1). Not being eigenfunctions to the non-interacting part
of the Hamiltonian, the choice of this basis produces an off-diagonal non-interacting
Hamiltonian in the annihilation (creation) operators a(†)k,u,

H0 =
∑
k,u,v

Tuv(k)a†k,uak,v , with (8.3a)

T (n,m)(n′,m′)(k) =

[(
ℏ2k2

2mp

+
ℏω
2
(2n+ |m|)

)
δn,n′

− ℏω
2

√
2n+ |m|+ 1 + n(n+ |m|)δn′,n+1 (8.3b)

− ℏω
2

√
n(n+ |m|)δn′,n−1

]
δm,m′ ,

where ω = ℏ/mpl
2. Keep in mind that ω is not the trap frequency but characterizes the

extent of the droplets in the transverse directions and is a variational parameter of our
approach.

Due to the cylindrical symmetry of the problem, the interaction between the particles
conserves the angular momentum and can be expressed as

HI =
1

2

∑
k,p,q

∑
u,u′

v,v′

V v,v′

u,u′ (q)a
†
k−q,ua

†
p+q,u′ap,v′ak,v, (8.4)

where the interaction matrix elements are given by

V
(r,l),(r′,l′)
(n,m),(n′,m′)(k) =

2π

L

∫
dkρkρV (kρ, k)

∫
dρρJm−l(kρρ)Rn,m(ρ)Rr,l(ρ)

×
∫
dρ′ρ′Jm′−l′(kρρ

′)Rn′m′(ρ′)Rr′,l′(ρ
′)δm+m′,l+l′ ,

(8.5)

with Jm(x) the Bessel function of the first kind.
The state (k, n,m) = (0, 0, 0) is macroscopically occupied, which allows us to perform

the Bogoliubov prescription a
(†)
0,0 →

√
N0 (see Sec. 3.1.1), where N0 is the number of

condensate particles. We keep terms up to the quadratic order in the operators and the
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Hamiltonian reads

H ′ =
N2

0

2L
V 0,0
0,0 (0)

+
√
N0

∑′

u

[
Tu0(0)a†0,u + T 0u(0)a0,u

]
+N

3/2
0

∑′

u

V 0,0
u,0 (0)

[
a†0,u + a0,u

]
+
∑′

k,u,v

[
ξvu(k)a

†
k,uak,v +

1

2
ηvu(k)

(
a†k,ua

†
−k,v + ak,uak,v

)]
,

(8.6)

where L is a quantization length. For a shorter notation, we have introduced the matrix
elements

ξvu(k) =T
uv(k)− µδu,v +N0

(
V 0,v
u,0 (k) + V v,0

u,0 (0)
)
, (8.7a)

ηvu(k) =N0V
0,0
u,v (k), (8.7b)

and the primed sum indicates the absence of the condensate mode. The first line of
Eq. (8.6) contains the mean-field energy while the third line contains the expected
quadratic contributions. In contrast to Sec. 3.1.1, however, the second line contains
terms which are linear in the creation and annihilation operators. At first sight this
seems problematic, as we usually expand our Hamiltonian around an energy minimum
and those terms are absent. The droplet state minimizes the energy so why do those
terms appear? We know that the droplets are stabilized by beyond-mean-field correc-
tions and that the shape of our wave function matches the experimental observations
very well. Hence, our Ansatz is a good guess for the extended Gross-Pitaevskii equation,
which includes beyond-mean-field terms, and therefore it minimizes the energy. Thus,
if we would self-consistently include higher order terms in Eq. (8.6), the linear terms
would be absent. The beyond-mean-field terms are small which implies that the linear
terms here are small as well and we will not include them in the following discussion.

We are interested in the ground-state energy E of the system or to be more precise in
corrections to the mean-field result. By closely following the procedure of Hugenholtz
and Pines [7] introduced in Sec. 3.1.2, we obtain a differential equation, which connects
the ground-state energy E to the Green’s function,

E − 1

2
µN =

1

2
lim
η→0+

∫
dω

2π

∑′

k,u,v

[ℏωδu,v + Tuv(k)] iGuv(k, ω)e
iωη, (8.8)

where Guv(k, w) is the Fourier transform of the Green’s function

iGuv(k, t
′ − t) = ⟨Φint|T [ak,u(t)a

†
k,v(t

′)]|Φint⟩ , (8.9)

|Φint⟩ is the ground state of the interacting system and T is the time-ordering operator.
Note that Eq. (8.8) is the exact ground-state energy of the system but we will determine
the Green’s function perturbatively.
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For the beyond-mean-field correction, it is sufficient to express the Green’s function
in terms of the Bogoliubov amplitudes uαk,u and vαk,u, which determine the Bogoliubov
transformation

ak,u =
∑′

α

[
uαk,ubk,α + vαk,ub

†
−k,α

]
. (8.10)

Inserting the transformation (8.10) into the Green’s function (8.9) and performing a
Fourier transformation yields

Guv(k, ω) =
∑
α

[
uαk,u(u

α
k,v)

∗

ω − Eα(k)/ℏ+ iε
−

vαk,u(v
α
k,v)

∗

ω + Eα(k)/ℏ− iε

]
. (8.11)

Here, we have used that the time evolution of the new operators bk,α(t) is determined by
the Bogoliubov excitation spectrum Eα(k) of the interacting system and can be written
as

bk,α(t) = e−iEα(k)t/ℏbk,α. (8.12)

By inserting the Green’s function from Eq. (8.11) into the differential equation for the
ground-state energy from Eq. (8.8) and closing the ω integration in the upper half-plane,
we obtain

E − 1

2
µN =

1

2

∑′

k,u,v,α

[Tuv(k)− Eα(k)δ
u,v] vαk,u(v

α
k,v)

∗ , (8.13)

which generalizes the differential equation of Hugenholtz and Pines from Eq. (3.57) to
non-diagonal single-particle Hamiltonians.

To solve this differential equation, we still need to determine the Bogoliubov ampli-
tudes uαk,u and vαk,u, as well as the Bogoliubov excitation spectrum Eα(k), which we will
do in the following.

8.1.2 | Bogoliubov Theory for the Self-Bound State

Using the Hamiltonian from Eq. (8.6), we will make use of Bogoliubov theory to calculate
the excitation spectrum Eα(k) and the Bogoliubov amplitudes uαk,u and vαk,u. This is
most conveniently achieved by following the same procedure as in Appendix B.2.1 and
adapting it for our Hamiltonian here.

We start with the evaluation of the Heisenberg equation for the annihilation operator,
which results in

iℏȧk,u = [ak,u, H
′] =

∑′

v

[
ξvu(k)ak,v + ηvu(k)a

†
−k,v

]
. (8.14)
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This allow us to rewrite the second time derivative as

(iℏ)2äk,u =
∑′

v,w

[
(ξvu(k)ξ

w
v (k)− ηvu(k)η

w
v (k)) ak,w

+ (ξvu(k)ξ
w
v (k)− ηvu(k)η

w
v (k)) a

†
−k,w

]
.

(8.15)

Next, we add and subtract (iℏ)2ä†−k,u to and from Eq. (8.15) and make use of the Bo-
goliubov transformation (8.10) to obtain two equations, which determine the excitation
spectrum Eα(k) and the amplitudes uαk,u and vαk,u

E2
α(k)f

+,α
k,u =

∑
v,w

h−,v
u (k)h+,w

v (k)f+,α
k,w , (8.16a)

E2
α(k)f

−,α
k,u =

∑
v,w

h+,v
u (k)h−,w

v (k)f−,α
k,w . (8.16b)

Here, we have introduced

f
(±),α
k,u = uαk,u ± vαk,u, (8.17a)

h±,v
u (k) = ξvu(k)± ηvu(k), (8.17b)

and the amplitudes f±,α
k,u are connected via

f+,α
k,u =

∑
v

h−,v
u (k)

Eα(k)
f−,α
k,v . (8.18)

For the Bogoliubov transformation to be canonical, they have to satisfy

δα,β =
∑
u

f+,α
k,u f

−,β
k,u =

1

Eα(k)

∑
u,v

h−,v
u (k)f−,α

k,v f
−,β
k,u . (8.19)

The equations above fully characterize the excitation spectrum and corrections to the
mean-field energy of a self-bound state.

To Be Done:

Within our approach for a self-bound state, we have derived the differential equation for
the ground-state energy in Eq. (8.13) as well as a set of equations, that allow to determine
the excitation spectrum and the Bogoliubov amplitudes [see Eq. (8.16)]. Thus, we have
introduced the theoretical framework for the description of the self-bound state. To
proceed, the excitation spectrum and the Bogoliubov amplitudes have to be determined
numerically, similarly to the discussion in Sec. 5.3. The excitation spectrum Eα(k) and
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the amplitudes vαk,u then allow to extract the beyond-mean-field correction from the
differential equation (8.13). The beyond-mean-field correction of the chemical potential
can then be used in the extended Gross-Pitaevskii equation to find the ground state of
the finite system. This procedure has to be repeated for varying l until the ground-state
energy of the droplet is minimized.

Both, the numerical determination of the beyond-mean-field correction and the fol-
lowing minimization of the extended Gross-Pitaevskii equation are cumbersome but
promising, and will hopefully be implemented in the future.
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8.2 | Microscopic Derivation of Hubbard Parameters
for Two-Dimensional Lattices

The Hubbard Model is a perfect toy model for strongly correlated many-body systems
and ultracold atoms in optical lattices represent a suitable platform for simulating these
quantum many-body systems [15, 25, 27, 28]. To understand the experimental results,
however, precise knowledge of the connection between the Hubbard parameters and the
microscopic experimental parameters is crucial. For deep three-dimensional lattices,
weak interactions and low energies where the influence of higher bands can be neglected,
the on-site interaction U can be derived by assuming a delta-interaction between the
particles V (r) = 4πℏ2asδ(r)/m (see Sec. 2.3.1), such that U becomes [26]

U =
4πℏ2as

m

∫
d3r |w3D

0 (r)|4, (8.20)

where w3D
n (r) are the Wannier functions with band index n. More generally, for a three-

dimensional lattice and particles interacting via a Feshbach resonance the connection to
the microscopic parameters has been derived by Hans Peter Büchler [204, 205]. The main
idea behind this derivation is to compare the scattering amplitude in the optical lattice
to the scattering amplitude of the Hubbard model and fix the Hubbard parameters such
that both scattering amplitudes match.

Adapting this approach for experiments with two-dimensional lattices is straightfor-
ward. While the optical lattice potential is restricted to the plane, the particles are kept
in the plane by a tight harmonic trapping potential in the transverse direction. One can
then simply follow the same procedure as in Ref. [204] to calculate the scattering am-
plitude for this setup and fix the Hubbard parameters of the two-dimensional Hubbard
model such that it reproduces the same scattering properties. However, this requires a
careful numerical investigation of the scattering amplitude.

As for the three-dimensional case, for low energies and deep lattices, it is tempting to
simply modify Eq. (8.20) for the new geometry,

U2D =
4πℏ2as

m

∫
d2ρ dz |w2D

0 (ρ)|4|φ0(z)|4, (8.21)

where φ0(z) is the ground-state wave function of the transverse harmonic oscillator. For
a strong transverse confinement, however, Eq. (8.21) may not be precise enough as the
scattering between the particles can be affected by the confinement-induced resonance
due to the transverse trap [138, 165] (see Sec. 4.3.2).

In this section, we want to investigate how to include the effect of the confinement-
induced resonance in the description of a pure two-dimensional lattice and how this
affects the on-site interaction U . As we describe the interaction in the two-dimensional
lattice with a Feshbach resonance, we first need to revisit the Feshbach model from
Sec. 2.3.2 and connect the parameters of the two-dimensional Feshbach model to the
scattering amplitude in two dimensions. By comparing the two-dimensional scattering
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amplitude to the scattering amplitude obtained for a transverse harmonic confinement
[see Eq.(4.40)], we can connect the parameters of the two-dimensional Feshbach model
to the microscopic scattering length as. Using the two-dimensional Feshbach model, we
will then follow the procedure in Ref. [204] for a two-dimensional optical lattice and
derive the scattering amplitude on the lattice, which can in turn be connected to the
scattering amplitude of the two-dimensional Hubbard model.

8.2.1 | Feshbach Model in Two Dimensions

In the following, we will briefly repeat the procedure of Sec. 2.3.2 for the two-dimensional
case. The interaction between the particles is described by the coupled Schrödinger
equations [ℏ2k2

ρ

m
+

ℏ2

m
∆

]
ψ(ρ) = gϕcαΛ(ρ), (8.22a)[ℏ2k2

ρ

m
− ν0

]
ϕc = g

∫
d2ρψ(ρ)αΛ(ρ), (8.22b)

where kρ and ρ are two-dimensional vectors. Without loss of generality, we choose
αΛ(ρ) = e−ρ/2Λ2

/2πΛ2 in the following. We make the Ansatz

ψ(ρ) = eikρ·ρ + β2D

∫
dρ′αΛ(ρ

′)G2D(ρ− ρ′), (8.23)

where the Green’s function is conveniently expressed as

G2D(ρ) =
m

ℏ2

∫
d2q

(2π)2
eiq·ρ

k2
ρ − q2 + iη

. (8.24)

From the far-field behavior of our Ansatz and following the same procedure as in
Sec. 2.3.2, we obtain the scattering amplitude

f2D(kρ) = − m

4ℏ2

√
2i

πkρ
β2D = − m

4ℏ2

√
2i

πkρ

g2

ℏ2k2
ρ

m
− ν0 − g2G2D(kρ)

. (8.25)

Here, we have introduced

G2D(kρ) =
m

ℏ2

∫
d2q

(2π)2
α̂Λ(q)

2

k2ρ − q2 + iη

kρΛ≪1
=

m

4πℏ2
[
γ − iπ + ln(k2ρΛ

2)
]
+O(k2ρΛ

2),

(8.26)

where γ is the Euler-Mascheroni constant. As in the three-dimensional case, G2D(kρ)
diverges for Λ → 0, which is not surprising. For Λ → 0, we recover a delta potential

106



8.2 Microscopic Derivation of Hubbard Parameters for Two-Dimensional Lattices

in the open channel, which needs to be regularized in two dimensions [139]. In the
following, it is beneficial to extract the divergence and write

G2D
kρΛ≪1
=

m

4πℏ2
(
ln(k2ρ l̄

2)− iπ
)
+G2D(i/l̄), (8.27)

where l̄ is an arbitrary length scale to separate the Λ-behavior such that

G2D(i/l̄) =
m

ℏ2

∫
d2q

(2π)2
α̂Λ(q)

2

−1/l̄2 − q2 + iη

Λ/l̄≪1
=

m

4πℏ2
[
γ + ln

(
Λ2/l̄2

)]
.

(8.28)

Hence, we arrive at the two-dimensional scattering amplitude

f2D(kρ) = −

√
2πi

kρ

1

iπ − ln(k2ρ/l̄
2)− 4πℏ2

m
ν
g2

+O(k2ρ)
(8.29)

where we have introduced the physical detuning

ν = ν0 + g2G2D(i/l̄) (8.30)

in complete analogy to Eq. (2.55).
By comparing the scattering amplitude from Eq. (8.29) to the universal low-energy

scattering amplitude in two dimensions from Eq. (2.19), it is possible to connect the
parameters of the Feshbach model to the two-dimensional scattering length a2D. Since
we are ultimately interested in the connection to the microscopic scattering length as

for a tight harmonic confinement, we can also directly compare the scattering amplitude
from Eq. (8.29) to the scattering amplitude in a transverse harmonic trap [see Eq. (4.40)],
which yields

ν

g2
=

m

4πℏ2

(
ln(l2⊥/2l̄

2) + C
h

2D −
√
2π
l⊥
as

)
. (8.31)

We can now use the two-dimensional Feshbach model to describe interactions in the
lattice. The connection of the bare detuning ν0 to the physical detuning ν in Eq. (8.30)
and thus the connection to the microscopic scattering length as in Eq. (8.31) will be
crucial for the following calculations.

8.2.2 | Scattering in an Optical Lattice

To obtain the scattering amplitude in the optical lattice, we closely follow the procedure
and notation of Ref. [204], where we refer the reader to for a detailed discussion. We
completely focus on two dimensions, such that all occurring vectors are two-dimensional
in the following section.
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Two-Channel Model in an Optical Lattice

In presence of an optical lattice, the particles a and b of equal mass mp interacting via
the Feshbach resonance discussed in Sec. 8.2.1 can be described by[

E +
ℏ2

2mp

(∆x +∆y)− U(x)− U(y)

]
ψ(x,y) = g

∫
d2z αΛ(r)ϕ(z)δ(z −R), (8.32a)

[
E − ν0 +

ℏ2

4mp

∆z − 2U(z)

]
ϕ(z) = g

∫
d2x d2y αΛ(r)ψ(x,y)δ(z −R), (8.32b)

where U(x) = U0

∑2
i=1 sin

2(kLxi) is the optical lattice potential with lattice constant
d = π/kL. In addition, we have introduced the relative and center-of-mass coordinates
r = x−y and R = (x+y)/2, respectively. In the periodic potential, the single particle
problem is best described in terms of the Bloch wave functions

ψa
n,ka

(x), ψb
m,kb

(y), ϕM
s,K(z), (8.33)

where n, m and s label the Bloch bands with band energy

Ea
n(ka), Eb

m(kb), EM
s (K), (8.34)

respectively, and the superscript M denotes the molecular state. Here, we have in-
troduced the quasimomenta ka, kb and the total momentum K = ka + kb, which is
conserved due to the discrete translational invariance. Note that we measure energies
with respect to the lowest Bloch band in the following (Ea

0 (0) + Eb
0(0) = 0). As the

Bloch functions form a complete basis, we can expand ψ(x,y) and ϕ(z) for a given K
as

ψ(x,y) =
1√
N

∑
n,m

∑
q

φnm(q)ψa
n,q(x)ψ

b
m,K−q(y), (8.35a)

ϕ(z) =
∑
s

Rsϕs,K(z), (8.35b)

where N is the number of unit cells. By inserting the expansion into the coupled
Schrödinger equations (8.32) and projecting onto the Bloch basis we obtain

[E − Enm(q)]φ
nm(q) =

∑
s

w hnms (q)Rs, (8.36a)

[
E − ν − EM

s (K)
]
Rs =

w

N

∑
n,m

∑
q

hsnm(q)φ
nm(q)− g2G2D(i/l̄)R

s, (8.36b)
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where we have replaced the bare detuning ν0 with the physical detuning ν from Eq. (8.30).
In addition, we have introduced

Enm(q) = Ea
n(q) + Eb

m(K − q) and (8.37a)

hnms (q) =
√
NV0

∫
d2x d2y

[
ψa
n,q(x)ψ

b
m,K−q(y)

]∗
αΛ(r)ϕs,K(R), (8.37b)

with w = g/
√
V0, the volume of the unit cell V0 and hsnm(q) = [hnms (q)]∗. In the

following, we consider a wide resonance, which means ν → ∞, g → ∞ with ν/g2 given
by Eq. (8.31). Thus, E and EM

s (K) in the second line of Eq. (8.36) can be neglected.

Scattering Amplitude

To obtain the scattering solutions on the lattice, we make the Ansatz

φnm(q) = φnm
0 (q) +

λnm(q,k,K)

E − Enm(q)
, (8.38)

in complete analogy to scattering in free space. Here, φnm
0 (q) is an incoming wave in the

lowest Bloch band with relative momentum q and center of mass momentum K. We
are interested in the low-energy behavior E → 0 of the incoming wave to connect λnm
to the scattering length. Inserting the Ansatz (8.38) into the coupled equations (8.36)
yields

λnm(q,k,K) =
∑
s

hnms (q)Rs, (8.39a)

Rs = W
∑
t

χs
t(E)R

t − w

ν
hs00(k), (8.39b)

where we have introduced W = −w2/ν and the matrix

χs
t(E) =

∑
n,m

∫
1.BZ

d2q

v0

[
hsnm(q)h

nm
t (q)

E − Enm(q)

]
− g2

w2
G(i/l̄)δt,s, (8.40)

with v0 = (2π)2/V0 the volume of the first Brillouin zone.
To obtain a closed expression for the scattering amplitude, it is convenient to introduce

the eigenvectors Rs
α for the matrix χs

t and the corresponding eigenvalues χα. We can
then expand Rs in terms of the eigenfunctions Rs

α,

Rs =
∑
α

CαRs
α, (8.41)
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and determine the prefactors Cα from Eq. (8.39b) by making use of the orthogonality
of the eigenfunctions Rs

α. This results in

Cα = −w
ν

∑
sR

s
αh

s
00(k)

1−Wχα

, (8.42)

such that from Eq. (8.39a) we obtain the scattering amplitude, which in the low-energy
limit reads

λ ≡ λ00(0, 0, 0) = W
∑
α

|wα|2

1−Wχα

≈ W
|w0|2

1−Wχ0

, (8.43)

where we have introduced

wα =
∑
s

h00s (0)Rs
α. (8.44)

Connection to the Hubbard Model

We can now use the scattering amplitude from Eq. (8.43) to fix the on-site interaction
U of the Hubbard model. For the Hubbard model, the scattering amplitude takes the
well-known form [206, 207]

λHM =
U

1− UG(E)
with G(E) =

∫
d2q

v0

1

E − E00 + iη
. (8.45)

By comparing the scattering amplitude from Eq. (8.43) to the scattering amplitude λHM

from the Hubbard model, we obtain

U =
1

λ−1 +G(0)
≈ W |w0|2

1 +W (|w0|2G(0)− χ0)
, (8.46)

which can be evaluated numerically. The dominant contribution to U is provided by
W |w0|2, while |w0|2G(0)−χ0 describes a correction for stronger interactions. To estimate
this correction, we make a perturbation expansion in the low-energy regime. To do so,
we write

χs
t(E) =

∑
n,m

∫
1.BZ

d2q

v0

[
hsnm(q)h

nm
t (q)

E − Enm(q)

]
− g2

w2
G(i/l̄)δt,s

≈ χs
t + δχs

t −
g2

w2
G(i/l̄)δt,s

(8.47)

where we have introduced

χs
t =

∫
1.BZ

d2q

v0

[
hs00(0)h

0
t (0)

E − Enm(q)

]
, (8.48a)

δχs
t =

∑′

nm

∫
1.BZ

d2q

v0

[
hsnm(q)h

nm
t (q)

E − Enm(q)

]
, (8.48b)
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and the primed sum indicates the absence of the term (n,m) = (0, 0). In the low-energy
regime E → 0, the dominant contribution to χs

t comes from χs
t , while the remaining

terms are considered as a small perturbation. The (unperturbed) eigenfunctions of χs
t

are then simply given by

R
s

0 =
hs00(0)√∑
u |hu00(0)|2

, (8.49)

with the (unperturbed) eigenvalue

χ
(0)
0 =

∑
t

∫
d2q

v0

h00t (0)ht00(0)

E − E00

= |w0|2G(E). (8.50)

Within first order perturbation theory, the correction to the unperturbed eigenvalue χ(0)
0

becomes

χ
(1)
0 =

1√∑
u |hu00(0)|2

∑
s,t

∑′

n,m

∫
d2q

v0

[
hnmt (q)ht00(0)h

s
nm(q)h

00
s (0)

E − Enm

]
− g2

w2
G(i/l̄)

≡ δχ
(1)
0 − g2

w2
G(i/l̄) .

(8.51)

Using our perturbation expansion χ0 = χ
(0)
0 + χ

(1)
0 , we can write U as

1

U
=

1

|w0|2

(
1

W
− χ

(1)
0

)

=
mV0

4πℏ2|w0|2

[√
2π
l⊥
as

+ ln(2)− C
h

2D + CL

]
,

(8.52)

where we have made use of the connection between the parameters of the Feshbach model
and the scattering length from Eq. (8.31). In addition to the constant Ch

2D resulting from
the transverse harmonic confinement, also the constant

CL =
4πℏ2

m

(
G2D(i/l⊥)−

1

V0
δχ

(1)
0

)
(8.53)

appears within this order of approximation, which needs to be evaluated numerically. For
deep latices, the separation of the first excited Bloch band scales as

√
ErU0 [26], where

Er = ℏ2k2L/2mp is the recoil energy. Thus, CL ∼ ln(E⊥/
√
U0Er) with E⊥ = ℏ2/mpl

2
⊥,

and CL is not expected to be negligibly small due to the logarithmic behavior.
Unfortunately, this means that for a two-dimensional optical lattice and transverse

harmonic confinement, we cannot simply include the correction to the confinement-
induced resonance since within this order of approximation, also higher bands contribute
to U through CL.
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To Be Done:

While all relevant renormalization steps have been performed here and an expression
for U has been derived that includes the effect of the confinement-induced resonance,
the additional constant CL still needs to be evaluated. Afterwards, the result of our
perturbation expansion in Eq. (8.52) has to be compared to Eq. (8.46). For a complete
analysis, however, also repeating the procedure for the full three-dimensional setup is
required to analyze the influence of the transverse trap.
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A | Scattering in Confined Geometries

In this Appendix, we briefly want to outline the calculations required to obtain the
confinement-induced resonance for different geometries.

A.1 | Periodic Boundary Conditions: 1D

To obtain the constant C1D, we need to evaluate

G
′
1D(0)−G(0) =

m

ℏ2

∫ dq3

(2π)3
α̂2
Λ(q)

q2 + iη
− 1

l2⊥

∑′

qx,qy

∫
dqz
2π

α̂2
Λ(q)

q2 + iη

 . (A.1)

As the difference G′
1D(0) − G(0) remains finite, we take the limit Λ → 0, such that

α̂Λ(q) → 1 and we can perform the qz integration,

G
′
1D(0)−G(0) =

m

2ℏ2

∫ dq2

(2π)2
1√

q2x + q2y
− 1

l2⊥

∑′

qx,qy

1√
q2x + q2y

 . (A.2)

Substituting qx = 2πv/l⊥ and qy = 2πw/l⊥, we obtain the final result

G
′
1D(0)−G(0) =

m

4πℏ2l⊥

(∫
dvdw

1√
v2 + w2

−
∑′

v,w

1√
v2 + w2

)
=

m

4πℏ2l⊥
C1D,

(A.3)

with C1D introduced in Eq. (4.12).

A.2 | Periodic Boundary Conditions: 2D

As the two-dimensional low-energy scattering amplitude diverges for kρ → 0, evaluating

G2D(kρ)−G(0) =
m

ℏ2

(
1

l⊥

∑
qz

∫
dqx qy

(2π)2
α̂2
Λ(q)

k2
ρ − q2 + iη

+

∫
dq3

(2π)3
α̂2
Λ(q)

q2 + iη

)
(A.4)
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requires some effort. Without loss of generality, we choose α(r) = δ(z)e−(x2+y2)/2Λ2
/2πΛ2

such that α̂(q) = e−(q2x+q2y)Λ
2/2. Using Mathematica, we can perform the qz summation

and integration,

G2D(kρ)−G(0) =
m

2ℏ2

∫
dqx dqy

(2π)2

(
cot(l⊥

√
k2ρ − q2ρ/2)√
k2ρ − q2ρ

+
1

qρ

)
e−q2ρΛ

2

, (A.5)

where qρ = (qx, qy)
T . While G(0) cures the ultraviolet divergence of G2D, the integral

diverges for kρ → 0, which is expected for the two-dimensional scattering amplitude
[see Eq. (2.28)]. To extract the characteristic ∼ ln(k2) behavior, we introduce polar
coordinates and add and subtract

1 +
k2ρl

2
⊥

4(
k2ρl

2
⊥

4
− q2ρl

2
⊥

4

)(
1 +

q2ρl
2
⊥

4

) , (A.6)

which behaves as G2D for kρ = 0 and qρ ≪ 1 but also converges for qρ → ∞. With
qρ = 2u/l⊥ we obtain

G2D(kρ)−G(0) =
m

2πℏ2l⊥

∫
du ue−4u2Λ2/l2⊥

[
1 +

k2ρl
2
⊥

4(
k2ρl

2
⊥

4
− u2

)
(1 + u2)

+
1

u
+

cot

(√
k2q l

2
⊥

4
− u2

)
√

k2ρl
2
⊥

4
− u2

−
1 +

k2ρl
2
⊥

4(
k2ρl

2
⊥

4
− u2

)
(1 + u2)

]
.

(A.7)

As the first line already provides the leading kρ contribution,

∫
du ue−4u2Λ2/l2⊥

 1 +
k2ρl

2
⊥

4(
k2ρl

2
⊥

4
− u2

)
(1 + u2)

 =
1

2

[
−iπ + ln

(
k2ρl

2
⊥

4

)]
, (A.8)

we set kρ = 0 for the second line∫
du ue−4u2Λ2/l2⊥

[
1

u
− coth(u)

u
+

1

u2(1 + u2)

]
Λ→0
= ln(2) (A.9)

to obtain the final result

G2D(kρ)−G(0) =
m

4πℏ2l⊥
(
−iπ + ln(k2ρl

2
⊥)
)
. (A.10)

116



A.3 Harmonic Confinement: 1D

A.3 | Harmonic Confinement: 1D

As G(0) cures the divergence of G′h
1D(0), we can take the limit Λ → 0 and obtain

G
′h
1D(0)−G(0) =

m

ℏ2

∫ d3q

(2π)3
1

q2 − iη
+

∫
dqx
2π

∞∑
(n,l)̸=(0,0)

|φn,l(0)|2

−q2x − n/l2⊥ + iη

 , (A.11)

but need to keep the correct limiting procedure introduced by the functions αΛ in mind.
With the property of the harmonic oscillator wave functions,

|φn,l(0)|2 =

{
1

2πl2⊥
for l = 0

0 for l ̸= 0
(A.12)

the sum over l vanishes and we can perform the qx integration for both terms. In polar
coordinates this yields

G
′h
1D(0)−G(0) =

m

4πℏ2

(∫
dqρ −

1

l⊥

∑
n=2,4,...

1√
n

)
. (A.13)

Using n = 2s′ and q2ρ = 2s′/l2⊥ to ensure the correct limiting procedure, we obtain the
final result

G
′h
1D(0)−G(0) =

m

4πℏ2
1√
2l⊥

lim
s→∞

(∫ s

0

ds′
1√
s′

−
s∑

s′=1

1√
s′

)
=

m

4πℏ2
1√
2l⊥

Ch
1D,

(A.14)

with Ch
1D introduced in Eq. (4.30).

A.4 | Harmonic Confinement: 2D

As in Appendix A.2, we choose α(r) = δ(z)e−(x2+y2)/2Λ2
/2πΛ2 for the evaluation of

G
h

2D(kρ)−G(0), which then can be written as

G
h

2D(kρ)−G(0) =
m

ℏ2

(∫
dqx dqy
(2π)2

∑
n

e−q2ρΛ
2|φn(0)|2

k2ρ − q2ρ − n/l2⊥ + iη
+

∫
d3q

(2π)3
1

q2 − iη

)
,

(A.15)

where qρ = (qx, qy)
T . The harmonic oscillator eigenfunctions take the form

|φn(0)|2 =
1√
2πl2⊥

1

2nn!
Hn(0)

2, (A.16)
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where the Hermite polynomials evaluated at zero can be written as

Hn(0) =

{
0 for odd n

(−2)n/2(n− 1)!! for even n .
(A.17)

With the help of Mathematica, we can then perform the summation in G
h

2D as well as
the qz integration in G(0) to obtain

G
h

2D(kρ)−G(0) =
m

2ℏ2

∫
dqxdqy
(2π)2

e−q2ρΛ
2

(
1

qρ
− l⊥√

2

Γ(l2⊥(q
2
ρ − k2ρ)/2)

Γ(1
2
+ l2⊥(q

2
ρ − k2ρ)/2)

)
, (A.18)

where Γ(x) is the gamma function. Similar to Appendix A.2, we need to extract the
diverging contribution for kρ → 0. We add and subtract

1√
π

1 +
k2ρl

2
⊥

2(
k2ρl

2
⊥

2
− q2ρl

2
⊥

2

)(
1 +

q2ρl
2
⊥

2

) , (A.19)

which behaves as Gh

2D for kρ = 0 and qρ ≪ 1 but also converges for qρ → ∞. In polar
coordinates and using qρ =

√
2u/l⊥, we obtain

G
h

2D(kρ)−G(0) =
m

4πℏ2

√
2

l⊥

∫
du ue−2u2Λ2/l2⊥

[
1√
π

1 +
k2ρl

2
⊥

2(
k2ρl

2
⊥

2
− u2

)
(1 + u2)

+
1

u
−

Γ(u2 − k2ρl
2
⊥

2
)

Γ(1
2
+ u2 − k2ρl

2
⊥

2
)
− 1√

π

1 +
k2ρl

2
⊥

2(
k2ρl

2
⊥

2
− u2

)
(1 + u2)

]
.

(A.20)

The first line provides the leading kρ behavior,∫
du u e−2u2Λ2/l2⊥

1√
π

1 +
k2ρl

2
⊥

2(
k2ρl

2
⊥

2
− u2

)
(1 + u2)

kρΛ≪1
=

1

2
√
π

[
−iπ + ln

(
k2ρl

2
⊥

2

)]
. (A.21)

Thus, we set kρ = 0 in the second line, which yields∫
du u e−2u2Λ2/l2⊥

[
1

u
− Γ(u2)

Γ(1
2
+ u2)

+
1√
π

1

u2 (1 + u2)

]
=
C

h

2D

2
√
π
, (A.22)

with Ch

2D introduced in Eq. (4.39). Hence, we obtain

G
h

2D(kρ)−G(0) =
m

4πℏ2
1√
2πl2⊥

(
C

h

2D − iπ + ln
(
k2ρl

2
⊥/2
))
. (A.23)
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B | Dimensional Crossover

B.1 | Crossover to One Dimension

In the following, we will briefly sketch the derivation of the function describing the
entire crossover regime in the 3D-1D crossover. We start with the general expression
from Eq. (5.9),

E − E3D

E0

= κ2λ

∫ ∞

κ

dκ′ [h(κ′)− h3D(κ
′)] , (5.9 revisited)

and perform the integration over κ′ first. The upper boundary of the integration vanishes
and we obtain

E1D − E3D

E0

= λ

∫
du

[∑
n,m

f(ε)−
∫
dvdwf(ε)

]
(B.1)

where

f(ε) =
√
ε2 + 2εκ− ε− κ. (B.2)

We proceed by rewriting the integration over u by deforming the integration path into
the complex plane. For this consider the contours γ1 and γ2 in Fig. B.1. Both closed
loops vanish independently as no poles are enclosed. For the dashed part of γ1 and
γ2, f(ε) decays fast enough such that they do not contribute to the integral. We can
therefore replace the integration over the real axis by an integration over the imaginary
axis. By realizing that γ1 and γ2 contribute equally and using that the result is real, we
obtain the identity

∫ ∞

−∞
du
[√

ε2 + 2εκ− ε− κ
]
= −4κ3/2√

π

∫ 1

0

dt

√
t(1− t)√

t+ π
4κ
(v2 + w2)

. (B.3)
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Figure B.1: The contours γ1 and γ2 used to obtain the identity in Eq. (B.3). Both loops do not
contain any poles such that the integrations along γ1 and γ2 vanish independently.
For the dashed part, the integrand decays fast enough such that it does not
contribute to the integral.

This allows us now to nicely separate the different contributions to the ground-state
energy,

∫
dv dw

1√
t+ π

4κ
(v2 + w2)

−
∑
v,w

1√
t+ π

4κ
(v2 + w2)

=− 1√
t
+
∑′

v,w

1√
π
4κ
(v2 + w2)

−
∑′

v,w

1√
t+ π

4κ
(v2 + w2)

+

∫
dv dw

1√
π
4κ
(v2 + w2)

−
∑′

v,w

1√
π
4κ
(v2 + w2)

}
=

√
4κ

π
C1D

+

∫
dv dw

∫
1√

t+ π
4κ
(v2 + w2)

−
∫
dv dw

1√
π
4κ
(v2 + w2)

}
= −8

√
tκ.

(B.4)

Hence, we arrive at

E − E3D

λE0

=− 8

3
√
π
κ3/2 + C1Dκ

2 − 128

15
√
π
κ5/2

+
8κ2

π

∫ 1

0

dt
√
t(1− t)

∑′

v,w

1√
v2 + w2

−
∑′

v,w

1√
v2 + w2 + 4κt

π

 . (B.5)
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B.1 Crossover to One Dimension

As a last step, we want to get rid of the double summation. Therefore, we use 1/
√
A =∫∞

0
dτ e−τA/

√
τ to write

∑′

v,w

 1√
v2 + w2

− 1√
v2 + w2 + 4κt

π

 =

∫ ∞

0

dτ√
πτ

∑′

v,w

e−τ(v2+w2)(1− e−τ4κt/π)

=

∫ ∞

0

dτ√
πτ

(
ϑ3(0, e

−τ )2 − 1
) (

1− e−τ4κt/π
)
,

(B.6)

where we have made use of the definition of the Jacobi theta function ϑ3(z, q) =∑
n q

n2
cos(2nz). Finally, we perform the integration over t,∫ 1

0

dt
√
t(1− t)

(
1− e−4τκt/π

)
=
π

8

(
1−

e−
2τκ
π I1(

2τκ
π
)

τκ/π

)
, (B.7)

and arrive at the final result

E1D

E0

= κ2(1 + λC1D)− λ
8

3
√
π
κ3/2 + λκ2

∫ ∞

0

dτ√
πτ

[
ϑ3

(
0, e−τ

)2−1
] [

1−
e−

2τκ
π I1

(
2τκ
π

)
τκ/π

]
.

(B.8)

B.1.1 | 3D Regime

Using the relation ϑ3 (0, e
−πx) = ϑ3

(
0, e−π/x

)
/
√
x, which is straightforward to prove

using the Poisson summation formula, we find a suitable expression to perform the
analytic expansion for κ≫ 1,

κ2
∫ ∞

0

dτ√
πτ

[
ϑ3

(
0, e−τ

)2 − 1
] [

1−
e−

2τκ
π I1

(
2τκ
π

)
τκ/π

]

=κ2
∫ ∞

0

dτ√
πτ

[
ϑ3

(
0, e−τ

)2 − π

τ

] [
1−

e−
2κπ
τ I1

(
2πκ
τ

)
πκ/τ

]

=κ2
∫ ∞

0

dτ√
πτ

[
1−

e−
2κπ
τ I1

(
2πκ
τ

)
πκ/τ

] }
=

128

15
√
π
κ5/2 (B.9)

+ κ2
∫ ∞

0

dτ√
πτ

[
ϑ3

(
0, e−τ

)2 − π

τ
− 1
] }

= −κ2C1D (B.10)

+ κ2
∫ ∞

0

dτ√
πτ

π

τ

[
e−

2κπ
τ I1

(
2πκ
τ

)
πκ/τ

] }
=

8

3
√
π
κ3/2 (B.11)

− κ2
∫ ∞

0

dτ√
πτ

[
ϑ3

(
0, e−τ

)2 − 1
] [e− 2κπ

τ I1
(
2πκ
τ

)
πκ/τ

]
(B.12)
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Appendix B. Dimensional Crossover

We see that Eq. (B.9) provides the correct 3D result while Eq. (B.10) cancels the cor-
rection to the mean-field shift due to the confinement-induced resonance and Eq. (B.11)
cancels the 1D beyond-mean-field correction. The last term [Eq. (B.12)] can now be
expanded in the small parameter τ/κ,

− κ2
∫ ∞

0

dτ√
πτ

[
ϑ3

(
0, e−τ

)2 − 1
] [e− 2κπ

τ I1
(
2πκ
τ

)
πκ/τ

]

≈ −κ2
∫ ∞

0

dτ√
πτ

[
ϑ3

(
0, e−τ

)2 − 1
]√ 2

π

( τ

2κπ

)3/2
= −

√
κ
A1D

2π5/2

(B.13)

which provides the leading correction for large κ≫ 1 with A1D =
∑′

v,w
(v2 + w2)

−2 ≈
6.0268.

B.2 | Harmonic Confinement

B.2.1 | Bogoliubov Theory in the 1D Geometry

In the following, we study a system where the mean-field energy is canceled by a second
type of interaction, and the ground state remains always in the lowest harmonic mode of
the transverse confinement within mean-field theory. Then, we can derive the Bogoliubov
excitation spectrum in analogy to the situation with periodic boundary conditions and
perform a perturbation expansion for small values of κ = n1Das. We express the bosonic
field operator in eigenstates of the non-interacting theory,

ψ(r) =
1√
L

∑
v,w

∫
dk

2π
eikxφv(y)φw(z)bk,vw (B.14)

where

φw(z) =
1√

2ww! l⊥
√
π
Hw(z/l⊥)e

−z2/2l2⊥ (B.15)

are the eigenfunctions of the harmonic oscillator with the Hermite polynomials Hw and
the oscillator length l⊥ =

√
ℏ/mω⊥. The quantum many-body Hamiltonian takes the

form

H =
∑
k

∑
v,w

ϵ̃k,vwb
†
k,vwbk,vw +

1

2L

∑
k,k′,
q

∑
i,i′,w,w′,
j,j′,v,v′

V ij,i′j′

vw,v′w′(q)b
†
k,vwb

†
k′,v′w′bk′−q,i′j′bk+q,vw, (B.16)
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B.2 Harmonic Confinement

with the excitation spectrum ϵ̃k,vw = ℏ2k2
2m

+ ℏω⊥(v + w) and the interaction potential

V ij,i′j′

vw,v′w′(q) =

∫
dx dy dy′ dz dz′ V (x, y, y′, z, z′)eiqx

× φv(y)φv′(y
′)φw(z)φw′(z′)φi′(y

′)φi(y)φj(z)φj′(z
′).

(B.17)

In order to achieve the cancellation of the mean-field energy, we add an attractive in-
teraction with a very long range. The combined interaction potential is suitably chosen
as

V (x, y, y′, z, z′) = gδ(y − y′)δ(z − z′)

(
δ(x)− 1√

πr20
e−x2/r20

)
. (B.18)

The first term is the contact interaction with g = 4πℏ2as/m, whereas the attractive
second part will not contribute to the beyond-mean-field corrections due to its long-
range character. The mean-field part, however, is strongly influenced by the additional
interaction, as µ = V 00,00

00,00 (0) = 0. Following the standard approach by Bogoliubov, we
replace the lowest state b0,00 by a macroscopic occupation

√
N0. Then, we express the

condensate fraction by

N0 = N −
∑′

k,vw

b†k,vwbk,vw, (B.19)

which is equivalent to switching to a grand canonical description as in Sec. 3.1.1. In
leading order in N , we obtain

H =
∑
k

∑
vw

ϵ̃k,vwb
†
k,vwbk,vw

+
n1D

2

∑′

k,v,w,
v′,w′

[
2Vvw,v′w′b†k,vwbk,v′w′ + Vvw,v′w′b†k,vwb

†
−k,v′w′ + Vvw,v′w′bk,vwb−k,v′w′

]
,

(B.20)

where we have introduced

Vvw,v′w′ = g

∫
dy dz φv(y)φv′(y)φ0(y)

2φw(z)φw′(z)φ0(z)
2 (B.21)

and the primed sum indicates the absence of the condensate mode.
In Sec. 3.1.1, we have detailed the standard approach which allows to easily obtain

the Bogoliubov amplitudes and the Bogoliubov spectrum. For the harmonic confinement
and with regard to a perturbative treatment for small κ = n1Das in the next section, we
want to follow a slightly different approach: We start with the Heisenberg equation

iℏḃk,vw = [bk,vw, H] = ϵ̃k,vwbk,vw + n1D

∑
v′,w′

Vvw,v′w′(bk,v′w′ + b−k,v′w′). (B.22)

123



Appendix B. Dimensional Crossover

Then, the second time derivative simplifies to

(iℏ)2b̈k,vw =ϵ̃2k,vwbk,vw + ϵ̃k,vwn1D

∑
v′w′

Vvw,v′w′

(
bk,v′w′ + b†−k,v′w′

)
+ n1D

∑
v′w′

Vvw,v′w′

(
ϵ̃k,v′w′bk,v′w′ − ϵ̃k,v′w′b†−k,v′w′

)
.

(B.23)

Adding and subtracting the adjoint of Eq. (B.23) and making use of the Bogoliubov
transformation

bk,vw =
∑
α,β

uαβk,vwak,αβ + vαβk,vwa
†
−k,αβ, (B.24)

we obtain two equations for the excitation spectrum Ẽk,αβ,

Ẽ2
k,αβf

+,αβ
k,vw = ϵ̃2k,vwf

+,αβ
k,vw + 2ϵ̃k,vwn1D

∑
v′w′

Vvw,v′w′f+,αβ
k,v′w′ (B.25a)

Ẽ2
k,αβf

−,αβ
k,vw = ϵ̃2k,vwf

−,αβ
k,vw + 2n1D

∑
v′w′

ϵ̃k,v′w′Vv′w′,vwf
−,αβ
k,v′w′ , (B.25b)

where we have introduced

f±,αβ
k,vw = uαβk,vw ± vαβk,vw. (B.26)

Both equations are connected by the relation f+,αβ
k,vw =

ϵ̃k,vw
Ek,αβ

f−,αβ
k,vw . As the Bogoliubov

transformation has to be canonical, the Bogoliubov functions satisfy

δα,γδβ,δ =
∑
vw

f+,αβ
k,vw f

−,γδ
k,vw , (B.27)

which determines the normalization of the Bogoliubov functions f±,αβ
k,vw . The numerical

solution of Eq. (B.25) provides the excitation spectrum Ẽk,αβ, the Bogoliubov function
f±,αβ
k,vw and hence the amplitude vαβk,vw. This allows us to determine the beyond-mean-field

correction by the approach of Hugenholtz and Pines (see Sec. 3.1.2),

Eh
1D − 1

2
µN =

L

2

∫
dk

2π

∑
v,α
w,β

[
ϵ̃k,vw − Ẽk,αβ

]
|vαβk,vw|

2. (B.28)

B.2.2 | Expansion in the One-Dimensional Regime

In general, Eq.(B.25) has to be solved numerically. In the quasi-one-dimensional regime
κ = n1Das ≪ 1, we can perform a perturbation expansion for Ẽk,αβ and f±,αβ

k,vw in κ to
obtain the leading contributions. A consistent expansion in κ turns out to be challenging
and we will describe the procedure in detail. We introduce the dimensionless single
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B.2 Harmonic Confinement

particle excitation spectrum ϵu,vw = ϵ̃k,vw/(4πℏ2/ml2⊥) = π[u2+(v+w)/(2π2)]/2 and the
dimensionless Bogoliubov spectrum Eu,αβ = Ẽk,αβ/(4πℏ2/ml2⊥), where u = kl⊥/(2π). In
what follows, we will discuss the right-hand side of Eq. (5.31) and separate the different
contributions,

L

2

∫
dk

2π

∑
v,α
w,β

[
ϵ̃k,vw − Ẽk,αβ

]
|vαβk,vw|

2

=2πEh
0λ

(∫
du [ϵu,00 − Eu,00] |v00u,00|2 +

∫
du
∑′

v,w

[ϵu,vw − Eu,00] |v00u,vw|2

+

∫
du
∑′

α,β

[ϵu,00 − Eu,αβ] |vαβu,00|2 +
∫
du
∑′

v,w

∑′

α,β

[ϵu,vw − Eu,αβ] |vαβu,vw|2
)
,

(B.29)

where we have introduced the energy scale Eh
0 = ℏω⊥L/as and λ = as/l⊥. For the first

term we determine the Bogoliubov spectrum within second order perturbation theory,

E2
u,00 = ϵ2u,00 + 2ϵu,00κη00η00 + 4κ2

∑′

v,w

ϵu,00ϵu,vwη
2
v0η

2
w0

ϵ2u,00 − ϵ2u,vw
, (B.30)

where we have introduced the overlap of the harmonic oscillator wave functions

ηvw = l⊥

∫
dz φv(z)φw(z)φ0(z)

2 =

{
1√
2π

(−1)(v−w)/2

2v+w

(v+w)!

( v+w
2

)!
1√
v!w!

v + w = even

0 v + w = odd.
(B.31)

The momentum dependence of the third term can be neglected, and we can evaluate the
remaining sum over the harmonic oscillator modes,∑′

v,w

η2v0η
2
w0

v + w
=

ln(4/3)

8π2
. (B.32)

Thus, the Bogoliubov spectrum reads

E2
u,00 = ϵ2u,00 + 2ϵu,00

(
κ

2π
− ln(4/3)

π
κ2
)
. (B.33)

For the Bogoliubov function f+,00
u,00 on the other hand, it is sufficient only to include the

lowest order (f+,00
u,00 )

2 = ϵu,00
Eu,00

. Any higher order will only provide contribution of order
κ7/2 or higher. We obtain the amplitude

|v00u,00|2 =
1

4

(
1− Eu,00

ϵu,00

)2 (
f+,00
u,00

)2
=

1

4

(
1− Eu,00

ϵu,00

)2
ϵu,00
Eu,00

(B.34)
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and perform the momentum integration, which yields

2πλ

∫
du [ϵu,00 − Eu,00] |v00u,00|2 = λ

(
−
√
2

3π
κ3/2 +

√
2 ln(4/3)

π
κ5/2

)
. (B.35)

The first term will provide the beyond-mean-field correction of a one-dimensional system,
whereas the second is part of the leading correction. In contrast to the situation with
periodic boundary conditions, the leading correction to the one-dimensional behavior is
not of order κ3, but the coupling of the condensate mode to higher harmonic oscillator
modes leads to a three-dimensional behavior of the form κ5/2. Terms of order κ3 appear
in our calculations as well but they are not the dominant correction anymore. In the
following we will see, that a consistent expansion up to κ3 would require to calculate the
Bogoliubov functions within second order perturbation theory, which makes a consistent
expansion very cumbersome.

We will now continue with the second term of Eq. (B.29). As (v, w) ̸= (α, β) = (0, 0),
we need to calculate the perturbative correction to the Bogoliubov function f±,00

u,vw . In
our calculation, we determine f+,00

u,vw within first order, take care of the normalization in
the relevant order and obtain

|v00u,vw|2 =
1

4

(
1− Eu,00

ϵu,vw

)2

(f+,00
u,vw )

2 = κ2
ϵu,00
Eu,00

(
1− Eu,00

ϵu,vw

)2(
ϵu,vwηv0ηw0

ϵ2u,00 − ϵ2u,vw

)2

. (B.36)

Although we calculated the Bogoliubov spectrum Eu,00 up to second order, it is sufficient
to use only its lowest order as v00u,vw itself contains orders of κ2 and higher. Again, we
can perform the momentum integration and expand the result in orders of κ,

2πλ

∫
du
∑′

v,w

[ϵu,vw − ϵu,00] |v00u,vw|2 = λ
∑′

vw

η2v0η
2
w0

(
2π2κ2√
v + w

− 16
√
2π

v + w
κ5/2 +O(κ3)

)
.

(B.37)

The first term of order κ2 carries the κ-dependence of the amplitude |v00u,vw|2. Hence,
evaluating the Bogoliubov functions up to second order immediately yields additional
contributions of order κ3. In the following we will waive to include those. The second
term is another contribution to the energy of order κ5/2 with the same double sum as in
Eq. (B.32).

The procedure for the third term of Eq. (B.29) is very similar to the previous one. It
is sufficient to calculate the Bogoliubov spectrum Eu,αβ and the amplitudes vαβu,00 within
first order,

E2
u,αβ = ϵ2u,αβ + 2κϵu,αβηααηββ (B.38a)

|vαβu,00|2 = κ2
ϵu,αβ
Eu,αβ

(
1− Eu,αβ

ϵu,00

)2(
ϵu,00ηα0ηβ0
ϵ2u,αβ − ϵ2u,00

)2

. (B.38b)
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The expansion for small values of κ≪ 1 and the momentum integration yields another
contribution of order κ2,

2πλ

∫
du
∑′

α,β

[ϵu,00 − Eu,αβ] |vαβu,00|2 = −λ
∑′

α,β

2π2
η2α0η

2
β0√

α + β
κ2 +O(κ3), (B.39)

which exactly cancels the κ2 contribution of Eq. (B.37).
For the last term in Eq. (B.29), even the lowest order in the Bogoliubov spectrum

Eu,αβ and the amplitudes

|vαβu,vw|2 =
1

4

(
1− Eu,αβ

ϵu,vw

)2
ϵu,vw
Eu,αβ

δvαδwβ (B.40)

immediately leads to contributions of order κ3.
In conclusion, we arrive at a differential equation for κ≪ 1,

Eh
1D − 1

2
µN = Eh

1D − κ

2

dEh
1D

dκ
= λEh

0

(
−
√
2

3π
κ3/2 −

√
2 ln(4/3)

π
κ5/2 +O(κ3)

)
(B.41)

and its solution reads

Eh
1D

Eh
0

= λ
Ch

1D√
2
κ2 − λ

4
√
2

3π
κ3/2 + λ

4
√
2 ln(4/3)

π
κ5/2 +O(κ3). (B.42)

Note that the first term of order κ2 is not determined by the differential equation,
but enters as a constraint as the crossover has to include the leading correction to the
confinement-induced resonance, which became evident in the study for periodic bound-
ary conditions. For a harmonic confinement, we confirm this by a full numerical evalu-
ation of the ground-state energy in the crossover form 3D to 1D, which was carried out
by Luis Santos. This requires the full numerical evaluation of the Bogoliubov excitation
spectrum Eu,αβ and the determination of the factors |vαβu,vw|2. Inserting the result in
Eq. (5.31) and performing the summation and integration numerically allows us to solve
the differential equation and obtain the ground-state energy Eh

1D in the full crossover.
We can fix the integration constant at large densities (κ ≫ 1) by requiring the correct
mean-field term from the local-density approximation. Then, we can derive the behavior
in the one-dimensional regime κ ≪ 1. From our numerical calculations, we obtain the
leading corrections in Eq. (14) in the main text, and recover the analytical expressions
for Ch

1D with an error of 1%. Remarkably, from the 3D result in local-density approxi-
mation, the crossover allows us to recover the expected beyond-mean-field correction for
a one-dimensional Bose gas, as well as the correction stemming from the regularization
of the 1D scattering length due to the transverse confinement.

Finally, we want to comment on the situation in the 2D geometry with harmonic
confinement. The analysis of the ground-state energy in the two-dimensional regime
is carried out analogously to the 1D scenario. We find that the leading correction to
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the beyond-mean-field energy is of order κ3 ln(κ). This is problematic as a consistent
expansion up to order κ3 would require to determine the Bogoliubov functions f±,α

k,w

within second order perturbation theory, as we have already seen in the one-dimensional
case.

B.3 | Harmonic Confinement and Dipolar Interactions
We briefly want to derive the leading contribution of the beyond-mean-field correction
for dipolar bosons in a one-dimensional geometry. As the full crossover for this setup
was discussed in detail in [178], we keep the discussion short and only point out the
differences compared to the expansion in Appendix B.2.2.

Analog to Appendix B.2.2, we introduce the energy scale E0 = ℏω⊥L/as and start by
separating the different contributions,

Edd
1D − 1

2
µN =

L

2

∫
dk

2π

∑
nr,n′

r,m

[
ϵ̃k,nrm − Ẽk,n′

rm

]
|vn

′
rm

k,nrm
|2

=
Eh

0λ

π

(∫
du [ϵu,00 − Eu,00] |v00u,00|2 +

∫
du
∑′

nr

[ϵu,nr0 − Eu,00] |v00u,nr0|
2

+

∫
du
∑′

n′
r

[
ϵu,00 − Eu,n′

r0

]
|vn

′
r0

u,00|2 +
∫
du
∑′

nr,n′
r,m

[
ϵu,nrm − Eu,n′

rm

]
|vn′

rm
u,nrm|

2

)
,

(B.43)

where ϵ = ϵ̃/(2ℏω⊥) = u2 + n+ |m|/2 and Eu,nrm is the dimensionless Bogoliubov spec-
trum. The Bogoliubov amplitudes and the excitation spectrum can be derived within
Bogoliubov theory. For that, we simply adapt Eq. (B.25) for the dipolar interaction and
obtain

E2
u,nrmf

+,nrm
u,n′

rm
= ϵ2k,n′

rm
f+,nrm
u,n′

rm
+ 2κϵu,n′

rm

∑
n′′
r

Un′
r,n

′′
r ,mf

+,nrm
u,n′′

rm
(B.44a)

E2
u,nrmf

−,nrm
k,n′

rm
= ϵ2u,n′

rm
f−,nrm
u,n′

rm
+ 2κ

∑
n′′
r

ϵk,n′′
r
Un′′

r ,n
′
r,mf

−,nrm
k,n′′

rm
, (B.44b)

in dimensionless units, where the interaction potential for εdd = 1 is given by [178]

Unr,n′
r,m = Cnr,n′

r,mF
(
nr + n′

r +m, 2u2
)
. (B.45)

Here,

Cnr,n′
r,m = 6

(−1)nr+n′
r

2nr+n′
r+m+1

√(
nr + n′

r +m
nr

)(
nr + n′

r +m
n′
r

)
(B.46)

and

F (j, σ) = σj+1eσΓ(−j, σ). (B.47)
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For a lowest-order expansion in κ, we determine both Eu,nrm and vn
′
rm

u,nrm in first-order
perturbation theory, which yields

E2
u,nrm = ϵ2u,nrm + 2κϵu,nrmUnr,nr,m (B.48)

and

|vn′
rm

u,nrm|
2 =

1

4

(
1−

En′
rm

ϵnrm

)2


ϵu,nrm

Eu,nrm
nr = n′

r(
2κϵu,nrmUnr,n

′
r,m

ϵ2
u,n′

rm
−ϵ2u,nrm

)2
ϵu,n′

rm

Eu,n′
rm

nr ̸= n′
r .

(B.49)

Under these considerations, the first term in Eq. (B.43) becomes∫
du [ϵu,00 − Eu,00] |v00u,00|2

κ≪1
= −κ

3

4

∫
du

[C0,0,0F (0, 2u
2)]3

u4
+O(κ4), (B.50)

while the second term in Eq. (B.43) can be expanded as∫
du
∑′

nr

[ϵu,nr0 − Eu,00] |v00u,nr0|
2

κ≪1
= κ2

∞∑
nr=1

∫
dunr

(
Cnr,0,0F (nr, 2u

2)

nr + 2u2

)2

+ κ3
∞∑

nr=1

∫
du

C0,0,0C
2
nr,0,0F (0, 2u

2)F (nr, 2u
2)2(n+ 3u2)

u2(n+ 2u2)2
+O(κ4).

(B.51)

The expansion of the third term can be written as∫
du
∑′

n′
r

[
ϵu,00 − Eu,n′

r0

]
|vn

′
r0

u,00|2

κ≪1
= −κ2

∞∑
n′
r=1

∫
dun′

r

(
Cn′

r,0,0F (n
′
r, 2u

2)

n′
r + 2u2

)2

− κ3
∞∑

n′
r=1

∫
du

C2
n′
r,0,0

Cn′
r,n

′
r,0F (n

′
r, 2u

2)2F (2n′
r, 2u

2)(2n′
r + 3u2)

(n′
r + u2)(n′

r + 2u2)2
+O(κ4).

(B.52)

The first term of Eq. (B.51) cancels the first term in Eq. (B.52) such that we are left
with contributions ∝ κ3. Hence, we obtain Eq. (5.39) for the ground-state energy

Edd
1D

E0

κ≪1
= ακ2 − λ

2Bdd
1D

π
κ3 +O(κ7/2), (5.39 revisited)
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where

Bdd
1D =−

∫
du

[C0,0,0F (0, 2u
2)]3

4u4

−
∫
du

∞∑
nr=1

C0,0,0C
2
nr,0,0F (0, 2u

2)F (nr, 2u
2)2(n+ 3u2)

u2(n+ 2u2)2

−
∫
du

∞∑
nr=1

C2
nr,0,0Cnr,nr,0F (nr, 2u

2)2F (2nr, 2u
2)(2nr + 3u2)

(nr + u2)(nr + 2u2)2
≈ −27.724

(B.53)

is evaluated numerically.
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C | Bogoliubov Theory for a Dipolar
One-Dimensional Supersolid

C.1 | Ground-State Energy

We obtain the energy in the supersolid phase as a function of ∆ by inserting the mean-
field ansatz Eq. (6.34) into the energy functional (6.36). For four order parameters, we
evaluate the integrals analytically and obtain

E = NEt + Ekin + Eint + ELHY, (C.1)

where

Ekin

N
=E⊥

(ksl⊥)
2

4

∆2
1 + 4∆2

2 + 9∆2
3 + 16∆2

4

1 +
∆2

1

2
+

∆2
2

2
+

∆2
3

2
+

∆2
4

2

, (C.2)

Eint

N
=

[
(2 + ∆2

1 +∆2
2 +∆2

3 +∆2
4)

2

2
nV (0) + (∆1(2 + ∆2) + ∆3(∆2 +∆4))

2nV (ks)

+
(∆2

1 + 2∆1∆3 + 2∆2(2 + ∆4))
2

4
nV (2ks) + (2∆3 +∆1(∆2 +∆4))

2nV (3ks)

+
(∆2

2 + 2∆1∆3 + 4∆4)
2

4
nV (4ks) + (∆2∆3 +∆1∆4)

2nV (5ks)

+
(∆2

3 + 2∆2∆4)
2

4
nV (6ks) + ∆2

3∆
2
4nV (7ks)

+
∆4

4

4
nV (8ks)

]/
(2 + ∆2

1 +∆2
2 +∆2

3 +∆2
4)

2.

(C.3)

Close to the phase transition

1 +
4∑

l=1

∆l cos(lx) > 0 ∀ x (C.4)
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and the absolute value in Eq. (6.36) can be ignored which yields

ELHY

N
=γQFn

3/2

[
2

5
+

1

8

(
∆4

1(6 + 4∆2 +∆4) + 4∆3
1∆3(2 + 3∆2 + 3∆4)

+ 2∆2
1

{
8 + 3∆3

2 + 12∆2
4 + 6∆2

2(2 + ∆4) + 3∆2
3(4 + ∆4)
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3 +∆4(2 + ∆4))

}
+ 12∆1∆3

{
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2 + 2∆2
2(1 + ∆4) + ∆4(4 + ∆2

3 +∆2
4)

+ ∆2(4 + ∆2
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}
+ 2
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2∆
2
3 + 3∆4

3 + 8∆2
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2
3∆4(4 + ∆4)

+ ∆4
2(3 + 2∆4) + 4∆2

3(2 + 3∆2
4)
}

+ 2∆2
2

{
8 + 6∆2

3(2 + ∆4) + 3∆4(2 + ∆4)
2
})]/(

1 +
∆2

1

2
+
∆2

2

2
+
∆2

3

2
+
∆2

4

2

) 5
2
.

(C.5)

The ground state is then obtained by minimizing the energy with respect to ∆1, . . . ,∆4,
ks, σ and ν.

C.2 | Excitations
We calculate the matrices χ and η by including two order parameters and expanding
the Hamiltonian 6.19 up to quadratic order in the creation and annihilation operators.
The procedure is straightforward but tedious and we obtain

χ = x+
1

2

γQFn
3/2

(1 +
∆2

1

2
+

∆2
2

2
)3/2

Λ and η =
h

1 +
∆2

1

2
+

∆2
2

2

+
3

4

γQFn
3/2

(1 +
∆2

1

2
+

∆2
2

2
)3/2

Λ (C.6)

where x, h, and Λ are symmetric 5× 5 matrices with entries

x11 = ϵ0(q)− µ+ Et + nV (0), (C.7)

x22 = ϵ0(q + ks)− µ+ Et + nV (0), (C.8)

x33 = ϵ0(q − ks)− µ+ Et + nV (0), (C.9)

x44 = ϵ0(q + 2ks)− µ+ Et + nV (0), (C.10)

x55 = ϵ0(q − 2ks)− µ+ Et + nV (0), (C.11)

x12 = x13 = x24 = x35 =
∆1

(
∆2

2
+ 1
)
nV (ks)

1 +
∆2

1

2
+

∆2
2

2

, (C.12)
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x14 = x15 = x23 =

(
∆2

1

4
+∆2

)
nV (2ks)

1 +
∆2

1

2
+

∆2
2

2

, (C.13)

x25 = x34 =
∆1∆2nV (3ks)

2
(
1 +

∆2
1

2
+

∆2
2

2

) , (C.14)

x45 =
∆2

2nV (4ks)

4
(
1 +

∆2
1

2
+

∆2
2

2

) , (C.15)

Λi,i = 2

(
3

4
∆2∆

2
1 +

3∆2
1

2
+

3∆2
2

2
+ 1

)
, (C.16)

Λ12 = Λ13 = Λ24 = Λ35 =
3∆3

1

4
+

3

2
∆2

2∆1 + 3∆2∆1 + 3∆1, (C.17)

Λ14 = Λ15 = Λ23 =
3∆3

2

4
+

3

2
∆2

1∆2 + 3∆2 +
3∆2

1

2
, (C.18)

Λ25 = Λ34 =
∆3

1

4
+

3

4
∆2

2∆1 + 3∆2∆1, (C.19)

Λ45 =
3

4
∆2∆

2
1 +

3∆2
2

2
, (C.20)

h11 =
∆2

1

4
[nV (q − ks) + nV (ks + q)] +

∆2
2

4
[nV (q − 2ks) + nV (2ks + q)] + nV (q) ,

(C.21)

h22 =
∆2

1

4
[nV (2ks + q) + nV (q)] +

∆2
2

4
[nV (q − ks) + nV (3ks + q)] + nV (ks + q) ,

(C.22)

h33 =
∆2

1

4
[nV (q − 2ks) + nV (q)] +

∆2
2

4
[nV (q − 3ks) + nV (ks + q)] + nV (q − ks) ,

(C.23)

h44 =
∆2

1

4
[nV (ks + q) + nV (3ks + q)] +

∆2
2

4
[nV (4ks + q) + nV (q)] + nV (2ks + q) ,

(C.24)

h55 =
∆2

1

4
[nV (q − 3ks) + nV (q − ks)] +

∆2
2

4
[nV (q − 4ks) + nV (q)] + nV (q − 2ks) ,

(C.25)
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h12 =
∆1

2
[nV (ks + q) + nV (q)] +

∆1∆2

4
[nV (q − ks) + nV (2ks + q)] , (C.26)

h13 =
∆1

2
[nV (q − ks) + nV (q)] +

∆1∆2

4
[nV (q − 2ks) + nV (ks + q)] , (C.27)

h14 =
∆2

1

4
nV (ks + q) +

∆2

2
[nV (2ks + q) + nV (q)] , (C.28)

h15 =
∆2

1

4
nV (q − ks) +

∆2

2
[nV (q − 2ks) + nV (q)] , (C.29)

h23 =
∆2

2
[nV (q − ks) + nV (ks + q)] +

∆2
1

4
nV (q) , (C.30)

h24 =
∆1

2
[nV (ks + q) + nV (2ks + q)] +

∆1∆2

4
[nV (3ks + q) + nV (q)] , (C.31)

h25 =
∆1∆2

4
[nV (q − ks) + nV (q)] , (C.32)

h34 =
∆1∆2

4
[nV (ks + q) + nV (q)] , (C.33)

h35 =
∆1∆2

4
[nV (q − 3ks) + nV (q)] +

∆1

2
[nV (q − 2ks) + nV (q − ks)] , (C.34)

h45 =
∆2

2

4
nV (q) . (C.35)
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D | Quantum Fluctuations in
One-Dimensional Supersolids

D.1 | Transformation Matrix
The canonical transformation which decouples the Hamiltonian (7.9) is given by [85, 191]

Q = 4

√
vJ
vN


√

γv̂2+−β2λ(1−γ)

γv̂+
√
∆

−s1−s2−β
√

v̂2+−(1−γ)

γv̂+
√
∆

−
√

−γv̂2−−β2λ(1−γ)

γv̂−
√
∆

s1+s2+β

√
− v̂2−−(1−γ)

γv̂−
√
∆

 , (D.1a)

Q−1 = 4

√
vN
vJ

s1+
√

γv̂2+−β2(λ−ξ2)

γv̂+
√
∆

s1−

√
−γv̂2−−β2(λ−ξ2)

γv̂−
√
∆

s2+

√
λv̂2+−(λ−ξ2)

v̂+
√
∆

s2−

√
−λv̂2−−(λ−ξ2)

v̂−
√
∆

 . (D.1b)

Here, we have introduced the dimensionless velocities v̂σ = vσ/
√
vJvN and

∆ = (1− 2ξβ + β2λ/γ)2 − 4β2(λ− ξ2)(1− γ)/γ. (D.2)

The signs siσ are given by

siσ = sign

[(
1
2

[
1− β2λ/γ + σ

√
∆
]

ξ − βλ

)
i

]
. (D.3)
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Ausführliche Zusammenfassung in
deutscher Sprache

Ein Aggregatzustand, welcher rein aus der Quantenstatistik seiner Bestandteile resul-
tiert, zog bereits vor knapp 100 Jahren das Interesse von Physikern auf sich. In einer
im Jahre 1924 an Albert Einstein gesendeten Abhandlung demonstrierte der indische
Physiker Satyendranath Bose, dass das Plancksche Strahlungsgesetz hergeleitet werden
kann ohne auf Resultate aus der klassischen Physik zurückzugreifen [1]. Einstein erweit-
erte die Theorie auf massebehaftete Teilchen, die der gleichen Statistik wie Photonen
genügen [2, 3]. Dies ermöglichte ihm zu zeigen, dass ein homogenes ideales Gas dieser
Teilchen bei niedrigen Temperaturen einen Phasenübergang zu einer Phase erlaubt, in
welcher der niedrigste Energiezustand makroskopisch besetzt ist. Diese Phase ist heute
als Bose-Einstein-Kondensat bekannt und es ist erstaunlich, dass Einsteins Vorhersage
über die Existenz dieses Zustandes unserer heutigen Formulierung der Quantenmechanik
und der Einteilung der Teilchen in Bosonen und Fermionen vorausging.

Obwohl die theoretischen Beschreibungen von Bose-Einstein-Kondensaten die wir heu-
te heranziehen, wie zum Beispiel die erste mikroskopische Beschreibung von schwach
wechselwirkenden Bosonen von Bogoliubov [4], die feldtheoretischen Ansätze sowohl von
Beliaev [5, 6] als auch von Hugenholtz und Pines [7], sowie die Beschreibung im Sinne
einer Molekularfeldtheorie durch eine makroskopische Wellenfunktion von Gross und
Pitaevskii [8, 9] bereits in der Mitte des letzten Jahrhunderts entwickelt wurden, blieb
die experimentelle Realisierung dieses Zustandes für weitere Jahrzehnte undenkbar.

Erst Fortschritte in der laserbasierten Kühlung und Erzeugung von Fallen in den
1980er Jahren, welche durch den Nobel Preis an Claude Cohen-Tannoudji, Steven Chu
und William Daniel Phillips im Jahre 1997 geehrt wurden [10–12], ermöglichten Temper-
aturen, die für die Kondensation von Bosonen benötigt werden. Schließlich wurden im
Jahre 1995 die ersten Bose-Einstein-Kondensate in Boulder von Eric Cornell und Carl
Wieman [13] und kurz darauf auch in der Gruppe von Wolfgang Ketterle am MIT [14]
erzeugt. Die erfolgreiche Erzeugung eines Bose-Einstein-Kondensates resultierte nicht
nur in einem Nobel Preis für Cornell, Wieman und Ketterle im Jahre 2001, sondern
führte auch zu einem stetig wachsenden Forschungsfeld, welches sich mit ultrakalten
Quantengasen beschäftigt.

Seitdem wurden Experimente mit ultrakalten Atomen zu einer Spielwiese um quan-
tenmechanische Vielteilchenphänomene zu untersuchen und auf fundamentaler Weise
zu verstehen [15]. Insbesondere Feshbach-Resonanzen [16–18], welche es erlauben die
Wechselwirkungsstärke zwischen den Teilchen zu beeinflussen und die Verwendung von
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optischen Potentialen um die Dimension des Gases zu reduzieren oder optische Git-
ter einzuführen, liefern eine Kontrolle über die Systeme, die kaum eine andere Platt-
form bieten kann. In der Zwischenzeit wurde die Kohärenz der Kondensate durch das
Überlappen zweier Bose-Einstein-Kondensate gezeigt [19], während das Auftreten von
Vortices durch das Rühren eines Bose-Einstein-Kondensates mit einem Laserstrahl klar
deren Suprafluidität demonstriert [20]. Enge optische Fallen erlauben es niedrigdimen-
sionale Systeme zu untersuchen und das stark wechselwirkende Regime zu erkunden,
welches zum Beispiel die experimentelle Realisierung des Tonks-Girardeau Gases er-
möglichte [21–24]. Bose-Einstein-Kondensate in optischen Gittern haben es ermöglicht
den Phasenübergang einer Supraflüssigkeit zu einem Mott-Isolator zu untersuchen [25]
und stellen eine erfolgsversprechende Plattform für Quantensimulationen dar [26–29]. Da
das Erzeugen von Bose-Einstein-Kondensaten in heutigen Laboren zur Routine geworden
ist, werden diese nicht nur für die Quantensimulation sondern auch für Quantensensoren
verwendet [30, 31]. Diese Quantensensoren können unter anderem verwendet werden um
die Grundlagen der allgemeinen Relativitätstheorie zu testen [32, 33] und das sogar im
Weltraum [34].

Die Liste der Errungenschaften ist natürlich deutlich länger als wir in dieser Zusam-
menfassung behandeln können. Von besonderem Interesse für diese Arbeit sind allerdings
dipolare Bose-Einstein-Kondensate, auf die wir uns im Folgenden konzentrieren. Alkali
Atome, wie zum Beispiel Rubidium (87Rb) oder Natrium (23Na), welche für die ersten Re-
alisierungen von Bose-Einstein-Kondensaten verwendet wurden [13, 14], besitzen ein, im
Vergleich zu der Van-der-Waals Wechselwirkung, kleines magnetisches Moment, sodass
die Wechselwirkung zwischen den Teilchen vollständig durch die s-Wellen-Streulänge
beschrieben werden kann. Für Bose-Einstein-Kondensate, welche aus dipolaren Atomen
bestehen, wird dies durch die langreichweitigen und anisotropen Eigenschaften der dipo-
laren Wechselwirkung verhindert. Es wurde allerdings gezeigt, dass die Wechselwirkung
durch eine Kombination des dipolaren Potentials und einer kurzreichweitigen Kontak-
twechselwirkung, welche durch eine s-Wellen-Streulänge charakterisiert ist, präzise be-
schrieben werden kann [35, 36]. Die Anisotropie der dipolaren Wechselwirkung in Kombi-
nation mit der Möglichkeit deren Einfluss durch das Verändern der s-Wellen-Streulänge
zu modifizieren, führt zu einer Fülle neuer Phänomene [37–40]. Da ein tiefgehendes
Verständnis über die Wechselwirkungen in ultrakalten Quantengasen unabdingbar für
diese Arbeit ist, werden wir die fundamentalen Konzepte der Streutheorie in Kapitel 2
behandeln.

Mit der Kondensierung von Chrom (52Cr) mit einem magnetischen Moment von 6µB

(µB ist das Bohrsche Magneton) wurde im Jahr 2004 das erste dipolare Bose-Einstein-
Kondensat in der Gruppe von Tilman Pfau in Stuttgart erzeugt [41]. Später wurden auch
Atome mit einem größeren magnetischen Moment wie zum Beispiel Erbium (168Er) [42]
mit einem magnetischen Moment von 7µB oder Dysprosium (164Dy) [43], welches das
größte magnetische Moment unter den bosonischen Elementen besitzt (10µB), konden-
siert. Wir möchten anmerken, dass die (elektrische) dipolare Wechselwirkungsstärke
von polaren Molekülen um einige Größenordnungen größer ist [37], jedoch steht deren
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Kondensation zu diesem Zeitpunkt noch aus, ist aber in greifbarer Nähe.
Im Jahr 2016 stieg das Interesse an dipolaren Bose-Einstein-Kondensaten zu neuen

Höhen. Grund dafür war die Beobachtung der Bildung von stabilen Tröpfchen in einem
dipolaren Bose-Einstein-Kondensat aus 164Dy in Stuttgart [44–46], während später auch
Tröpfchen in 162Dy [47] und 168Er [48] beobachtet wurden. Um die Bedeutung dieser
Beobachtungen zu verstehen, müssen wir kurz zur theoretischen Beschreibung dieser
schwach wechselwirkenden Systeme zurückkehren. Die Beschreibung der Systeme durch
die bereits erwähnte Gross-Pitaevskii Gleichung [8, 9] war für viele Jahre ausreichend
um die experimentellen Beobachtungen zu verstehen. Im Bereich, in dem die Tröpfchen
auftreten, sagt diese Molekularfeldtheorie allerdings den Kollaps des Bose-Einstein-
Kondensates voraus und es wird kein stabiler Grundzustand erwartet. Warum also
treten diese Tröpfchen auf? Kurz nach deren Entdeckung wurde der Stabilisierungsmech-
anismus auf Korrekturen zur Molekularfeldtheorie zurückgeführt [45]. Dieser Stabil-
isierungsmechanismus wurde zuerst für Bose-Bose Mischungen vorhergesagt [49] und
später wurden auch Tröpfchen in Bose-Bose Mischungen experimentell beobachtet [50,
51]. Für ein homogenes Bose-Einstein-Kondensat mit kurzreichweitigen Wechselwir-
kungen wurden diese Korrekturen zur Molekularfeldtheorie von Lee, Huang und Yang
hergeleitet [52, 53] und sind typischerweise als LHY Korrekturen bekannt. Später wur-
den die Korrekturen auch für homogene dipolare Bose-Einstein-Kondensate im Bereich
berechnet, in welchem die kurzreichweitige Kontaktwechselwirkung über die langreich-
weitige dipolare Wechselwirkung dominiert [54]. Falls allerdings die dipolare Wechsel-
wirkung stärker als die Kontaktwechselwirkung ist, tritt im System eine Instabilität bei
großen Wellenlängen auf, welche als Phononinstabilität bezeichnet wird [37]. Dies führt
zu komplexen Korrekturen zur Molekularfeldtheorie und zu einem Zusammenbrechen
der derzeitigen Beschreibung. Zwei Methoden, mit denen die Korrekturen zur Moleku-
larfeldtheorie bestimmt werden können, werden wir detailliert in Kapitel 3 behandeln.
In Kapitel 8 schlagen wir zudem einen Formalismus vor, mit dem die Beschreibung der
Korrekturen zur Molekularfeldtheorie für die Tröpfchen verbessert werden könnte.

Der Einfluss der LHY Korrekturen auf kontaktwechselwirkende Bose-Einstein-Kon-
densate konnte in den vergangenen Jahren durch die Messungen der Minderung der An-
zahl der Kondensatteilchen [55], sowie durch die Messung von Korrekturen zur Grundzu-
standsenergie [56] und zum Anregungsspektrum [57, 58] bestätigt werden. Für all diese
Situationen sorgen die LHY Terme für Korrekturen zum Resultat der Molekularfeldthe-
orie, während für die dipolaren Tröpfchen der Beitrag der Molekularfeldtheorie ver-
schwindet und somit die Korrekturen zur führenden Ordnung werden und für deren Sta-
bilität sorgen. Für die theoretische Beschreibung der Tröpfchen ist es deshalb notwendig
diese Korrekturen sehr genau zu bestimmen. Die derzeitige Beschreibung der Tröpfchen
ist jedoch nicht frei von Mängeln. Obwohl die Tröpfchen anisotrop und inhomogen
sind, verlässt sich die derzeitige Beschreibung auf die Annahme, dass das System lokal
als homogen betrachtet werden darf (lokale Dichtenäherung). Die Korrekturen führen
dann zu einem zusätzlichen Term in der Gross-Pitaevskii Gleichung, was zur erweiter-
ten Gross-Pitaevskii führt [39, 40, 45]. Die Tröpfchen treten in dem Bereich auf, in
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dem die dipolare Wechselwirkung stärker als die Kontaktwechselwirkung ist, was zur
Folge hat, dass die Verwendung der lokalen Dichtenäherung zu den bereits erwähnten
Unstimmigkeiten durch die Phononinstabilität führt. Da der Imaginärteil der Korrek-
turen allerdings klein ist, wird dieser typischerweise einfach ignoriert. Eine selbstkonsis-
tente Beschreibung der Korrekturen zur Molekularfeldtheorie für diese Tröpfchen steht
allerdings immer noch aus. In Kapitel 5 untersuchen wir die Korrekturen zur Moleku-
larfeldtheorie für beschränkte Systeme mit Kontaktwechselwirkungen im Kontext eines
dimensionellen Übergangs um die Gültigkeit der lokalen Dichtenäherung zu überprüfen.

Obwohl die ersten Tröpfchen in einer Falle beobachtet wurden, sollte nicht vergessen
werden, dass durch das Zusammenspiel der repulsiven Kontaktwechselwirkung und dem
attraktiven Anteil der dipolaren Wechselwirkung die Tröpfchen selbst-gebunden sind [47,
59–63]. Eine Falle kann jedoch sehr vorteilhaft sein, da diese das Anregungsspektrum
durch die Anisotropie der dipolaren Wechselwirkung stark beeinflussen kann. In einer
Falle können dipolare Bose-Einstein-Kondensate ein Roton-Spektrum aufweisen [64–
66], ähnlich zu dem Spektrum in suprafluiden Helium [67–71]. Während das Roton-
Spekrum das typische lineare Verhalten für große Wellenlängen zeigt, besitzt es auch
ein Minimum bei endlicher Wellenlänge, dessen Position und Tiefe in dipolaren Kon-
densaten beeinflusst werden kann. Das Minimum führt damit eine neue Längenskala
für die Selbstorganisation ein. Im Jahre 2017 stellte sich heraus, dass auch mehrere
Tröpfchen den Grundzustand darstellen können [72, 73]. Das machte dipolare Bose-
Einstein-Kondensate zu einem vielversprechenden Kandidaten um die suprasolide Phase
zu realisieren [74].

Ein Suprasolid besitzt die Eigenschaften eines Supraleiters, da es einen verlustfreien
Strom ermöglicht, und die Dichtemodulation eines Festkörpers [75]. Theoretisch ist
das Suprasolid üblicherweise als Zustand definiert, der spontan die U(1) Symmetrie
bricht, was zu nebendiagonaler langreichweitiger Ordnung der Einteilchen-Dichtematrix
führt [76, 77] und ebenfalls spontan die Translationsinvarianz bricht, was zu diagonaler
langreichweitiger Ordnung führt. Es sollte jedoch angemerkt werden, dass dies nicht
die allgemeinste Definition dieses Zustandes ist, da in einer räumlichen Dimension die
spontane Symmetriebrechung stark durch Quantenfluktuationen beeinflusst wird [78–
80]. Es kann aber immer noch zu quasi-diagonaler und quasi-nebendiagonaler Ord-
nung kommen [81–85], was einen suprafluiden Festkörper, also ein Suprasolid, selbst in
einer räumlichen Dimension ermöglicht. Der Einfluss von Quantenfluktuationen auf den
suprasoliden Zustand in einer Dimension wird im Detail in Kapitel 7 diskutiert.

Durch seine auf den ersten Blick widersprüchlichen Eigenschaften wurde der supra-
solide Zustand 1957 anfänglich für unmöglich gehalten [77], jedoch ohne konkreten Be-
weis, wodurch das Interesse an diesem exotischen Zustand in den folgenden Jahren unge-
brochen war [86–89]. Die Möglichkeit eines suprasoliden Grundzustandes wurde letzt-
endlich von Anthony James Leggett im Jahre 1970 gezeigt, indem er eine obere Grenze
für den suprafluiden Anteil des Suprasolids herleitete [90].

Die Suche nach einem Suprasolid fokussierte sich lange auf solides Helium (4He) [75,
91–93]. Während suprasolide Eigenschaften in 4He im Jahre 2004 berichtet wurden [94],
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mussten diese Ergebnisse allerdings später wieder zurückgezogen werden [95], sodass es
bis heute keinen zwingenden Beweis für Suprasolidität in 4He gibt. Suprasolide Eigen-
schaften wurden allerdings in Supraflüssigkeiten, in denen Wechselwirkungen durch Re-
sonatoren vermittelt werden [96, 97], als auch in Spin-Bahn gekoppelten Bose-Einstein-
Kondensaten beobachtet [98]. In all diesen experimentellen Realisierungen wird die
Periodizität jedoch durch das externe Lichtfeld vorgegeben.

Im Gegensatz dazu resultiert die Dichtemodulation in einem dipolaren Quantengas
rein aus den Wechselwirkungen zwischen den Teilchen. Während die ersten Aufreihun-
gen von Tröpfchen noch nicht phasenkohärent waren [72], haben spätere Experimente,
zunächst in der Gruppe von Giovanni Modugno in Pisa [99] und kurz darauf auch in
der Gruppe von Tilman Pfau in Stuttgart [100] und in der Gruppe von Francesca Fer-
laino in Innsbruck [101], die globale Phasenkohärenz zwischen den Tröpfchen gezeigt.
Die Beobachtung der Goldstone Moden, welche aus den zwei spontan gebrochenen Sym-
metrieen hervorgehen [102–105], hat dann den echten suprasoliden Charakter dieser
Tröpfchen bestätigt [106], während später auch höhere Anregungen untersucht wur-
den [107–109].

Die experimentellen Anstrengungen den suprasoliden Zustand zu realisieren, wur-
den durch gründliche theoretische Untersuchungen des Suprasolids und dessen Anre-
gungsspektrums begleitet [74, 85, 100, 101, 110–114, 116–128, 186]. Wie bei den Tröpf-
chen baut die theoretische Beschreibung hauptsächlich auf die erweiterte Gross-Pitaevskii
Gleichung. Numerische Untersuchungen für das experimentelle dreidimensionale Sys-
tem stimmen gut mit den experimentellen Beobachtungen überein [39, 40], jedoch sind
Aussagen zum thermodynamischen Limes sowie über die Art des Phasenübergangs von
der Supraflüssigkeit zum Suprasolid mit diesen Methoden schwierig zu treffen [74, 127].
In Kapitel 6 präsentieren wir eine analytische Untersuchung des Phasenübergangs und
diskutieren das Anregungsspektrum über den Übergang hinweg.

Natürlich hat die erste Beobachtung der suprasoliden Phase in dipolaren Gasen das
Interesse an dieser Phase nicht einfach beendet. Die Realisierung und Untersuchung
zweidimensionaler Suprasolids [118–120, 129, 130], der Einfluss der endlichen Temper-
atur auf diese Systeme [123] und das Entwickeln einer selbstkonsistenten Theorie für
die Korrekturen zur Molekularfeldtheorie ist nur eine kleine Auswahl an Themen, die
derzeit untersucht werden. Dies macht deutlich, dass dipolare Quantengase eine flexible
Plattform darstellen, die auch in Zukunft aufregende Möglichkeiten bietet um quanten-
mechanische Vielteilchenphänomene zu untersuchen.

In dieser Arbeit untersuchen wir die Korrekturen zur Molekularfeldtheorie in beschränk-
ten Systemen und überprüfen die Gültigkeit der lokalen Dichtenäherung mit einem Mod-
ellsystem. In einer eindimensionalen Geometrie leiten wir das Anregungsspektrum beim
Übergang von einem Suprafluid zu einem Suprasolid her und demonstrieren damit seine
Stabilität. Zudem untersuchen wir den Einfluss von Quantenfluktuationen auf die Bil-
dung des eindimensionalen Suprasolids und zeigen, dass für derzeitige experimentelle
Parameter die Verwendung der erweiterten Gross-Pitaevskii Gleichung gerechtfertigt
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ist. Die Kapitel umfassen die folgenden Inhalte:

• In Kapitel 1 geben wir eine Einführung in das Feld der ultrakalten dipolaren Quan-
tengase

• In Kapitel 2 diskutieren wir die generellen Konzepte der Streutheorie, welche
notwendig sind um die Wechselwirkungen in ultrakalten bosonischen Gasen zu
beschreiben. Wir führen ein Zwei-Kanal-Modell ein um kurzreichweitige Wech-
selwirkungen zu beschreiben und diskutieren anschließend kurz die Streuung von
dipolaren Teilchen.

• In Kapitel 3 stellen wir zwei fundamentale Methoden mit denen Korrekturen zur
Molekularfeldtheorie bestimmt werden können vor und wenden sie exemplarisch
auf das dreidimensionale schwach wechselwirkende Bose Gas an. Wir diskutieren
kurz die Vor- und Nachteile der jeweiligen Methode und geben eine kurze Übersicht
über bereits bekannte Korrekturen in anderen Systemen, welche für diese Arbeit
relevant sind.

• In Kapitel 4 verwenden wir das Zwei-Kanal-Modell um die Streuung in beschränk-
ten Systemen zu beschreiben. Wir leiten die confinement-induced resonance für
eine eindimensionale Geometrie mit periodischen Randbedingungen her und ver-
wenden unsere Methode um die bereits bekannten Resultate für eine zweidimen-
sionale Geometrie mit periodischen Randbedingungen als auch die Resultate für
eine harmonische Falle zu reproduzieren.

• In Kapitel 5 untersuchen wir das Verhalten der Korrekturen zur Molekularfeldthe-
orie eines schwach wechselwirkenden Bose Gases im Kontext eines dimensionellen
Übergangs von drei Dimensionen zu einer beziehungsweise zwei Dimensionen. Für
eine Box mit periodischen Randbedingungen leiten wir eine analytische Lösung her
und zeigen, dass die Korrekturen zur Molekularfeldtheorie die führende Ordnung
der confinement-induced resonance beinhalten. Zusätzlich verwenden wir ein Mo-
dellsystem in einer harmonischen Falle um die Grenzen der lokalen Dichtenäherung
aufzuzeigen. Die Ergebnisse dieses Kapitels entstanden aus einer Zusammenarbeit
mit Dmitry Petrov und Luis Sanots.

• In Kapitel 6 verwenden wir einen effektiven Hamiltonian für ein dipolares Bose Gas,
der die Korrekturen zur Molekularfeldtheorie in der lokalen Dichtenäherung bein-
haltet, um das Anregungsspektrum beim Übergang vom Suprafluid zum Supra-
solid in einer eindimensionalen Geometrie zu untersuchen. Wir zeigen, dass das
Anregungsspektrum stabil ist und zwei Goldstone Anregungen sowie eine Higgs
Anregung für niedrige Energien aufweist. Unsere Resultate deuten darauf hin,
dass ein experimentell realisierbarer Parameterbereich existiert, in dem das Supra-
solid sowohl ein stabiles Anregungsspektrum aufweist und es sich zudem um einen
Phasenübergang zweiter Ordnung handelt, welcher durch die Rotoninstabilität
getrieben wird.
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• In Kapitel 7 untersuchen wir den Einfluss von Quantenfluktuationen auf die Bil-
dung des eindimensionalen Suprasolids. Unsere Analyse basiert auf einer effek-
tiven Niedrigenergie-Beschreibung des Suprasolids, welche die beiden gekoppel-
ten Goldstone Moden miteinbezieht. Wir zeigen, dass in einer Dimension der
Phasenübergang vom Suprafluid zum Suprasolid im Vergleich zur lokalen Entste-
hung einer periodischen Struktur verschoben ist. Wir zeigen aber auch, dass diese
Verschiebung des Phasenübergangs für momentane experimentelle Parameter sehr
klein ist, sodass die Nutzung der erweiterten Gross-Pitaevskii gerechtfertigt ist.
Die Ergebnisse dieses Kapitel entstanden aus einer Zusammenarbeit mit Chris
Bühler.

• In Kapitel 8 stellen wir die Grundideen zweier nicht beendeter Projekte vor, welche
weitere numerische Untersuchungen benötigen. Im ersten Teil leiten wir einen
Formalismus her der es ermöglicht die Korrekturen zur Molekularfeldtheorie für
einen selbst-gebundenen Zustand zu bestimmen. Im zweiten Teil stellen wir die
Verbindung zwischen den Parametern des Hubbard Modells und der mikroskopis-
chen Streulänge her und beziehen dabei den Einfluss der confinement-induced res-
onance mit ein.
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