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Abstract

Here we analyse the symmetry protected topological phases in 1 dimen-

sional quantum gases with dipole-dipole interaction. Extended Bose Hub-

bard model and its spin-1 counterparts (AKLT model, Haldane chain model)

are derived and their physical properties are explained. We focus on the

symmetry protected nature of the Haldane phase in the models mentioned

above, and obtain results concerning the edge modes and phase transitions.

Moreover, it is obtained by analytic methods, e.g. bosonisation, that the

long-range dipole-dipole interaction will not jeopardise the Haldane phase,

and the phase transitions remain the same, too. Further development and

connections to the state-of-the-art ultracold atom experiments are men-

tioned.
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Chapter 1

Introduction

La physique c’est comme un avion.

Quand ça s’arrête, ça tombe.

M. Peter

The physics of ultracold quantum gases has developed rapidly, from the technologies

of laser cooling and the realisation of Bose Einstein condensate to ultracold atoms in

optical lattices, opening a whole new chapter for the study of many-body physics both

theoretically and experimentally [1, 2]. Due to the possible setups for low-dimensional

systems, fine control of the interaction strength and the lack of disorders, ultracold

atoms in optical lattices have become the ideal means to study the strongly correlated

systems in 1 or 2 dimensions, e.g. Heisenberg model, Bose/Fermi Hubbard models, etc,

comparing to some solid-state systems. Moreover, with state-of-the-art developments

such as in situ microscopy and quasiparticle interference, it is also more convenient for

ultracold atom experiments to study full-counting statistics and quasiparticle braiding

statistics, which are more difficult to probe in the traditional solid-state experiments.

1.1 Dipolar atoms in optical lattices

Among all the current experimental methods, dipolar atoms in optical lattices enable

long-range interactions, which attribute to quantum many-body phases, e.g. super-

solid phases in extended Bose Hubbard model in 2 dimensions [3]. The characteristic

features of dipole-dipole interaction is a polynomially decaying interaction that can be

attractive or repulsive when two dipoles are head-to-tail or parallel, respectively [4].

1



1. INTRODUCTION

More specifically, the dipole-dipole interaction can be written as

Vdd(r) =
(d)2(1− 3 cos2 θ)

r3

3 cos2 φ− 1

2
, (1.1)

where d is the electric dipole moment of dipolar atoms (for magnetic dipolar atoms,

this term should be replaced by magnetic dipole moment µ), r is the distance between

two dipolar atoms (usually the lattice spacing in optical lattices), θ is the angle between

the (electric/magnetic) dipole precess axis and the distance between atoms, and φ is

the tilt angle between dipole orientation and the precess axis.

There have been several researches on extended Bose Hubbard model (EBHM) in

1 dimension(1D) [5, 6], with a prediction of a Haldane insulating phase existing (ex-

plained explicitly in later chapter). Most of the previous work only takes into account

the nearest-neighbour (NN) interaction, but the real physical systems with dipolar in-

teraction has a polynomially decaying long-range interaction, which in principle could

jeopardise the predicted Haldane insulating phase.

1.2 New paradigm of classification of matters

As we have mentioned, ultracold atoms in optical lattices provide opportunities to

study strongly correlated systems, some of whose phases are described by Landau’s

paradigm of symmetry breaking, e.g. superconducting phase can be understood via

global U(1) symmetry breaking, etc. It turns out that Landau’s symmetry-breaking

theory cannot describe all possible orders, for instance, the existence of different spin

liquids with exactly the same symmetries. The solution to this problem is the discovery

of topological orders, i.e. orders that are beyond the existence of local order parameters

and long-range correlations.

There are several defining properties for matters with topological orders, e.g. no

local order parameters, possibility of non-local order parameters, possibility of defining

a topological invariant (i.e. invariant not depending on the local geometry of systems),

and robustness against some local perturbation. Depending on whether the physical

system is long-range or short-range entangled, the system has generic topological order

or symmetry-protected topological (SPT) order. For instance, fractional quantum Hall

systems and quantum spin liquids have generic topological orders, while topological in-

sulators and topological superconductors only have SPT orders, i.e. robustness against

2



1.3 Outline of the thesis

local perturbation that respects symmetries that protect the SPT orders. It has been

proved that for 1D bosonic/spin systems, there cannot exist generic topological orders,

leaving the possibilities of the existence of SPT or conventional symmetry breaking

phases [7, 8, 9]. In fact, SPT phases have brought many new insights into condensed

matter physics. Most notably, the non-dissipative edge states of topological insulators

have been proposed for spintronics applications, and defects in topological supercon-

ductors could be used for topological quantum computation due to the non-Abelian

nature.

More importantly, for 1D p-wave superconductor, edge modes (i.e. Majorana zero-

modes) have been discovered with non-Abelian braiding statistics in quasi-1D net-

work [10, 11, 12, 13]. For some bosonic SPT, edge modes are expected, but many

physical properties of edge modes are not clear. We study the properties of edge modes

in Affleck-Kennedy-Lieb-Tasaki (AKLT) model (i.e. a model with ground states of SPT

phase), and summarise the properties of edge modes with notable examples that have

been studied in this thesis.

In this thesis, we show that the Haldane phase exists in EBHM in 1D and its spin

counterparts, i.e. Haldane chain and AKLT model. Edge modes of AKLT model are

studied, with a summary of previous work on similar topic. Moreover, we study the

impact of long-range interaction, e.g. dipole-dipole interaction, to the existing Haldane

phase using bosonisation, and obtain the conclusion that dipole-dipole interaction in

1D will not jeopardise the Haldane phase, matching with the prediction from previous

work using numerical methods.

1.3 Outline of the thesis

The main purpose of this thesis is to present a field-theoretical method to analyse the

effect of long-range interaction on SPT phases in EBHM as well as edge modes in

some models exhibiting SPT phases. Some methods and examples used in this thesis

are introduced pedagogically. In Chapter 2, we summarise the theoretical models that

have been studied in the later chapters with the derivation from more physically realistic

setups. Then in Chapter 3, we present the analytic and numerical methods that are

used extensively in this thesis. Chapter 4 gives a detailed analysis on AKLT model,

from which we define edge mode operators and study their properties. A fixed-point

3



1. INTRODUCTION

model of AKLT model is also proposed via real space renormalisation method. Chapter

5 is devoted to the results for the study of the effect of long-range interaction (e.g.

dipole-dipole interaction) on SPT phases, which identifies the phases that have been

predicted in several previous papers, proving that with the presence of dipole-dipole

(or even longer-range) interaction, the SPT phases and the according phase transitions

remain. We also note that with the breakdown of bosonisation calculation due to

longer-range interaction. We then compare the results obtained for spin-1 models with

EBHM in Chapter 6, with similar SPT phase and the absence of edge mode. Moreover,

it is possible to examine our theory of Haldane phase in the presence of long-range

interaction with state-of-the-art ultracold atom experiment. Eventually we summarise

our work and give some insights for further research in Chapter 7.

4



Chapter 2

Theoretical Models

If it disagrees with experiment, it is

wrong.

Richard Feynman

In this chapter we derive the mainly used theoretical models in this thesis from a

realistic setup of dipolar atoms in optical lattices. (Extended) Bose Hubbard model can

be derived directly from bosonic atoms in optical lattices [4, 14, 15], with the presence of

a s-wave scattering (and dipole-dipole interaction). Meanwhile, when on-site repulsion

U is large, one can truncate the bosonic Hilbert space to finite dimensions, giving the

possibility to map the bosonic model into a spin counterpart. In our case, we map the

1D EBHM into a spin-1 Haldane chain model, which could have the same SPT phase

as another spin-1 toy model, Affleck-Lieb-Kennedy-Tasaki (AKLT) model. Those three

models mentioned are the main objects investigated in the later chapters.

2.1 Extended Bose Hubbard model from dipolar atoms in

optical lattices

We are interested in the behaviour of bosons trapped in a periodic optical poten-

tial (Vopt) as well as a magnetic harmonic trap (Vho), which the potential from the

external fields is given as

Uext(r) = Uopt(r) + Uho(r)

=
∑

i=x,y,z

U0,i cos2(kiri) +
1

2

∑
i=x,y,z

ω2
i r

2
i ,

(2.1)

5



2. THEORETICAL MODELS

where (U0,x, U0,y, U0,z) is the depth of the optical lattice in spatial directions, and

(ωx, ωy, ωz) are the frequencies of the harmonic potential [14].

If the temperature of the atomic gas is very low, i.e. T → 0, together with a low

density of the atomic gas, only s-wave scattering could take place, which can be effec-

tively understood as a contact interaction, solely determined by the s-wave scattering

length as,

Ueff(r) = gδ(3)(r), g =
4π~2as
m

. (2.2)

Taking into account the kinetic energy of the atoms and chemical potential µ,

we can write down the Hamiltonian of bosonic atoms in optical lattices with contact

interaction in terms of second quantisation (i.e. ψ†(r) and ψ(r) are bosonic creation

and annihilation operators) as

H =

∫
d3rψ†(r)

[
−~2∇2

2m
+ Uext(r) +

g

2
ψ†(r)ψ(r)− µ

]
ψ(r), (2.3)

where Uext(r) = Uopt(r) + Uho(r) is the external potential in Eq. 2.1, and the contact

potential in Eq. 2.2 is included. The chemical potential µ fixes the total number of

bosonic atoms, i.e. the system can be considered as a grand canonical ensemble.

The bosonic field operators can be written in terms of single-particle wavefunctions

{Φn(r)} with n as a complete set of single-particle quantum numbers,

ψ(r) =
∑
n

Φn(r)an, ψ
†(r) =

∑
n

Φ∗n(r)a†n, (2.4)

where a†n and an are creation and annihilation operators of mode n with commutation

relation [an, a
†
n] = 1. Hence, the field operators obey commutation relations of bosons

[ψ(r), ψ†(r′)] =
∞∑
n=0

Φn(r)Φ∗n(r′) = δ(3)(r− r′), (2.5)

[ψ(r), ψ(r′)] = [ψ†(r), ψ†(r′)] = 0. (2.6)

We can approximate the bosonic field operators with Wannier functions wq(r−Ri)

with band indices q and they are localised and centered around the lattice site Ri [4],

since the alternating optical lattices are deep, which implies the applicability of tight

binding approximation

ψ(r) =
∑
a,i

wq(r−Ri)aq,i, (2.7)

ψ†(r) =
∑
a,i

w∗q(r−Ri)a
†
q,i. (2.8)

6



2.1 Extended Bose Hubbard model from dipolar atoms in optical lattices

If the temperature is low enough not to induce interband transition, we can restrict

our theory only to the lowest Bloch band, which simplifies our theory. Therefore, we

can rewrite the continuous theory into a lattice one. The Hamiltonian 2.3 becomes [4]

H = −
∑
i,j

ti,ja
†
iaj +

∑
i,j,k,l

Uijkl
2

a†ia
†
jakal −

∑
i,j

µi,ja
†
iaj , (2.9)

where the quantities in Eq. 2.9 are

tij = −
∫
d3rw∗(r−Ri)

[
−~2∇2

2m
+ Uopt(r)w(r−Rj)

]
, (2.10)

Uijkl = g

∫
d3rw∗(r−Ri)w

∗(r−Rj)w(r−Rk)w(r−Rl), (2.11)

µij =

∫
d3rw∗(r−Ri)[µ− Uho(r)]w(r−Rj)]. (2.12)

Figure 2.1: A schematic sketch of Bose Hubbard model [4, 14].

Due to the deep optical lattices, the Wannier functions are localised near the centre

of lattice sites. So we could get the dominant contributions in 2.11 and 2.12 are Uiiii and

µii. For the kinetic energy part, if we assume that the Wannier functions have Gaußian

form, the main contribution will be tij (with a constant contribution of tii) with site j

as the nearest-neighbour site of site i. Therefore, we derive the Bose Hubbard model

Hamiltonian [14, 15]

HBH = −t
∑
〈ij〉

a†iaj +
U

2

∑
i

ni(ni − 1)−
∑
i

µini, (2.13)

7



2. THEORETICAL MODELS

where 〈ij〉 denotes the nearest-neighbour relation of sites i and j, number operator

ni = a†iai, on-site interaction U = g
∫
d3r | w(r) |2, and tunnelling coefficient t = tij =

tji. In this thesis, we mainly discuss about 1D system, hence, the 1D Bose Hubbard

model can be written as

HBH = −t
∑
i

(a†iai+1 + h.c.) +
U

2

∑
i

ni(ni − 1)−
∑
i

µini. (2.14)

After we consider the effect of the dipole-dipole interaction (cf. Eq. 1.1), we can

rewrite the second-quantised Hamiltonian 2.3 as

H =

∫
d3rψ†(r)

[
−~2∇2

2m
+ Uext(r) +

g

2
ψ†(r)ψ(r)− µ

]
ψ(r)

+
1

2

∫
d3r1d

3r2ψ
†(r1)ψ†(r2)Vdd(r1 − r2)ψ(r1)ψ(r2),

(2.15)

where Vdd = µ0µ2

4π
1
r3

is the dipole-dipole interaction between dipolar atoms.

We use the similar method as getting the Bose Hubbard Hamiltonian with lattice

sites, i.e. expanding the bosonic field operators in terms of Wannier functions. Thus

the dipole-dipole term becomes

Hdd =
∑
i,j,k,l

Vi,j,k,l
2

a†ia
†
jakal, (2.16)

with the matrix elements Vi,j,k,l as

Vi,j,k,l =

∫
d3r1d

3r2w
∗(r1−Ri)w

∗(r2−Rj)Vdd(r1− r2)w(r1−Rk)w(r2−Rl). (2.17)

As we have already explained, the Wannier functions are strongly localised around

the lattice sites, which simplify the expression in Eq. 2.17 with only two contributions

left, i.e. on-site (i = j = k = l) and off-site (i = k 6= j = l) terms.

The on-site terms have similar expressions as the contact interaction terms, so

we can combine these two kinds of terms and renormalise the parameter U in the

Hamiltonian.

For the off-site terms, the matrix elements reduce to

Vijij ' Vdd(R1 −R2)

∫
d3r1 | w(r1 −R1) |2

∫
d3r2 | w(r2 −R2) |2, (2.18)

for the sake of simplicity, we denote Vijij as 1
r3
Vi,i+r, where j = i + r and we specify

the spatial dependence (in 1D) of the dipole-dipole interaction.

8



2.2 Spin-1 models from extended Bose Hubbard model

Thus, the off-site terms can be expressed as

Hoff−site
dd =

∑
i,r>0

Vi,i+r
r3

nini+r. (2.19)

Eventually we get a Hamiltonian known as extended Bose Hubbard model (EBHM) [4,

5], i.e.

HEBHM = −t
∑
〈ij〉

a†iaj +
U

2

∑
i

ni(ni − 1)−
∑
i

µini +
∑
i,r>0

Vi,i+r
r3

nini+r. (2.20)

In this thesis, we study the 1D EBHM with only nearest-neighbour interaction (which is

a good approximation to start with), and later we add the entire long-range interaction

terms. The Hamiltonian of 1D EBHM with nearest-neighbour interaction becomes

HEBHM = −t
∑
i

(a†iai+1 + h.c.) +
U

2

∑
i

ni(ni − 1)−
∑
i

µini + V
∑
i

nini+1. (2.21)

From now on, without specification, 1D EBHM refers to 1D EBHM with only nearest-

neighbour interaction.

2.2 Spin-1 models from extended Bose Hubbard model

Bosonic models sometimes can be mapped into spin counterparts, with more analytic

methods available to understand their physical properties. There is one big distinction

between bosonic and spin models, i.e. the bosonic Hilbert space of a local site has

infinity dimensions while the spin local Hilbert space only have finite dimensions. In

1D EBHM (i.e. Eq. 2.21), when the on-site repulsion U is large, it is reasonable to

restrict the possible occupation state number of bosons per site to 3 (i.e. 0, 1, or 2

bosons per site are allowed), which truncates the local Hilbert space into a 3-dimensional

one. This gives us the hint that we can map 1D EBHM into a spin-1 chain, which could

faithfully describe the same phases [5, 6, 16].

We use Holstein-Primakoff mapping that maps spin operators into bosonic ones

(and vice versa)

S+
i = a†i

√
2n̄− a†iai,

S−i =

√
2n̄− a†iaiai,

Szi = a†iai − n̄,

(2.22)

9



2. THEORETICAL MODELS

where a†i , ai are bosonic creation and annihilation operators, n̄ is the average number of

bosons per site. One can easily check that the mapped bosonic/spin operators satisfy

the commutation relations between operators.

As we can see, the Holstein-Primakoff mapping is local and unitary. In addition, it

maps models of bosons with average filling of n̄ to a spin-n̄ models, with a constraint

of a†iai < 2n̄. This is satisfied in 1D EBHM with average filling n̄ = 1.

In the case of 1D EBHM with average filling n̄ = 1, one can get the mapped spin-1

model as

Hspin = −t
∑
i

(S+
i S
−
i+1 + h.c.) +

U

2

∑
i

(Szi )2 + V
∑
i

Szi S
z
i+1 + ∆H, (2.23)

∆H = −tξ
∑
i

[Szi S
+
i+1S

−
i+1 + S−i S

z
i S

+
i+1 + S−i S

z
i+1S

+
i+1+

S+
i S
−
i+1S

z
i+1 + ξ(Szi S

+
i S
−
i+1S

z
i+1 + S+

i S
z
i S

z
i+1S

−
i+1)],

(2.24)

assuming that the chemical potential is homogeneous (leading to a constant in Hamil-

tonian that have been omitted here), and ξ =
√

(n̄+ 1)/n̄ − 1 =
√

2 − 1. ∆H term

comes from the fact that
√

2− ni terms in the Holstein-Primakoff mapping 2.22 is

highly non-linear. This term will become important when we consider the symmetries

protecting the SPT phase, but for now we omit it for simplicity. And as a consequence,

we obtain the Haldane chain Hamiltonian

Hspin = t
∑
i

(S+
i S
−
i+1 + h.c.) +

U

2

∑
i

(Szi )2 + V
∑
i

Szi S
z
i+1. (2.25)

Here we have performed a staggered transformation of adjacent spins, i.e. S
x/y
i →

(−1)iS
x/y
i , which changes the sign of t term, and since the transformation is canonical,

the physics remains the same. The spin model that we obtained is the renowned

Haldane chain model, consisting of 1D spin-1 XXZ model and on-site (Sz)2 term.

Haldane chain model has been previously studied via non-linear σ model [17], and

numerical methods [5, 7], revealing the existence of a symmetry-protected topological

phase. We will analyse Haldane chain model in details in later chapters.

Despite the long history of studying Haldane chain model, it is difficult to obtain the

exact ground states in the SPT phase, which are believed to have fourfold degeneracy.

After the seminal paper by Haldane that predicted a gapped phase later identified as

10



2.2 Spin-1 models from extended Bose Hubbard model

a symmetry-protected phase, Affleck, Kennedy, Lieb and Tasaki discovered another

spin-1 model with the same SPT order, i.e. AKLT model [18, 19].

HAKLT =
∑
i

Si · Si+1 +
1

3
(Si · Si+1)2. (2.26)

The advantage of studying AKLT model (Eq. 2.26) is that the ground states can be

constructed exactly, from which one can easily calculate the correlation functions and

identify the edge mode operators within the ground state manifold. AKLT model will

be discussed in details in the following chapters.

11
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Chapter 3

Methods

“Elementary”, said he.

Arthur Conan Doyle

In this chapter we introduce methods that are used to analyse EBHM, Haldane, and

AKLT models in a concise manner. We use both analytic and numerical methods in

this thesis, namely bosonisation, density matrix renormalisation group (DMRG), and

using matrix product states (MPS) to classify bosonic/spin SPT phases.

3.1 Bosonisation

Bosonisation is an analytic field theory that describes the effective low-energy sectors

of 1D interacting fermionic (or spin-1/2 via Jordan-Wigner transformation) models as

free bosonic field theories in continuous limit [20, 21, 22]. It follows by an observation

that 1D fermionic particle-hole excitations can be rewritten in terms of a bosonic field

creation/annihilation operators.

3.1.1 Bosonisation for 1D free spinless fermions

We start from a free fermion Hamiltonian

H =
∑
n

c†ncn+1 + h.c., (3.1)

from which we could obtain a dispersion relation E ∝ cos(kx). From the cosine disper-

sion relation of free fermions, we can deduce that it is reasonable to treat dispersion

13



3. METHODS

relation in the vicinity of k = ±kF linearly [20, 22], namely

c†n ∼ ψ
†
R(xn)e−ikF xn + ψ†L(xn)eikF xn , (3.2)

cn ∼ ψR(xn)eikF xn + ψL(xn)e−ikF xn , (3.3)

where c†n and cn are fermionic creation and annihilation operators respectively. ψR(xn)

and ψL(xn) in continuous limit correspond to the right-moving and left-moving fermions,

containing only long wavelength components.

Figure 3.1: Dispersion relation of free fermions (a) is replaced by a linear dispersion

relation (b). It is natural to obtain the right/left moving fermions from such a linear

dispersion [20].

Density fluctuation of fermionic field can be written in terms of particle-hole exci-

tations, i.e.

ρ†(q) =
∑
k

c†k+qck. (3.4)

An näıve observation would be that if the density fluctuation of momentum is a bona

fide excitation, it can be described by bosonic operators bq and b†q. The virtue of rewrit-

ing the density fluctuations as bosonic operators would be the interaction Hamiltonian

term Hint ∝ ρ(q)ρ(−q) is quadratic with regard to bosonic operators [20], and thus can

be considered as a free boson theory.

To be more precise, we need to use normal ordered operators to denote density

fluctuation operators ρ(q), because we use a linear dispersion relation near Fermi points,

resulting in an infinite occupation numbers of fermions [20]. Hence, a normal ordered

operator is

:AB:= AB − 〈0|AB |0〉 , (3.5)
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3.1 Bosonisation

where |0〉 is the ground state, e.g. in fermionic case, the Fermi sea.

The normal ordered density operator is defined as

:ρr(x):=: ψ†r(x)ψr(x) :, (3.6)

where r can be either R or L, representing right and left mover, respectively. ψr(x) =∑
k e

ikxcr,k is the continuous limit (i.e. fermionic field operator) of the fermionic anni-

hilation operators in a lattice, and ψ†r(x) is defined accordingly.

After Fourier transformation, we obtain

:ρ†r(p): =
∑
k

c†r,k+pcr,k, (p 6= 0)

=
∑
k

:c†r,kcr,k:= Nr, (p = 0)
(3.7)

where Nr can be understood as the number of right or left particle-hole excitations [20,

21]. Since ρr(x) is Hermitian, we can easily obtain ρ†r(p) = ρr(−p). Moreover, we can

obtain the commutation relation

[ρ†r(p), ρ
†
r′(−p

′)] = −δr,r′δp,p′
rpL

2π
, (3.8)

where r in the last expression is ±1, corresponding to right or left mover, respectively,

and L is the system size. Eq. 3.8 is remarkable, since it is bosonic commutation rela-

tion up to a renormalisation constant, confirming our conjecture of density fluctuation

operators can be linked to bosonic operators.

Thus we can define the boson creation and annihilation operators as

b†p =

√
2π

L|p|
∑
r

Θ(rp)ρ†r(p),

bp =

√
2π

L|p|
∑
r

Θ(rp)ρ†r(−p),

(3.9)

where Θ(p) is the Heaviside step function.

Since we have a bona fide bosonic field to describe the particle-hole excitations, it

is natural to express the original fermionic fields with the new bosonic language. After

some algebraic calculations,

[bp, H] = vF pbp, (3.10)
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[ρ†r(p), ψr(x)] = −eipxψr(x), (3.11)

suggesting that H ∝
∑

p b
†
pbp, and ψr(x) ∝ exp

∑
p e

ipxρr(p)
2πr
pL . Taking into account

the anti-commutating nature of fermion field operator ψr(x), a more accurate expression

is

ψr(x) = Fr exp
∑
p

eipxρr(p)
2πr

pL
, (3.12)

where Fr is called Klein factor, which has an anti-commuting relation among different

Klein factors while commuting with bosonic operators. The physical meaning of Klein

factor would be that F †r /Fr acting on a physical state will add/remove a fermion from

the physical system, due to the fact that bosonic operators cannot change the total

number of fermions in the system.

Thus it is convenient to define two bosonic fields φ(x) and θ(x) as

φ(x) = −(NR +NL)
πx

L
− iπ

L

∑
p6=0

1

p
e−α|p|/2−ipx[ρ†R(p) + ρ†L(p)],

θ(x) = (NR −NL)
πx

L
+
iπ

L

∑
p6=0

1

p
e−α|p|/2−ipx[ρ†R(p)− ρ†L(p)],

(3.13)

where α→ 0 is introduced to avoid divergence when momentum p→∞, i.e. introduc-

ing a momentum cutoff Λ ∼ 1
α .

Utilising the field operators in Eq. 3.13, we obtain the expression of free fermion

Hamiltonian 3.1 and fermionic field operator 3.12

H =
∑
p6=0

vF |p|b†pbp +
πvF
L

∑
r

N2
r , (3.14)

ψr(x) = Fr lim
α→0

1√
2πα

eir(kF−π/L)xe−i(rφ(x)−θ(x)). (3.15)

Using the commutation relations of bosons, we can attain the commutation relations

between fields φ(x) and θ(x)

[φ(x), θ(x′)] =
∑
p 6=0

π

Lp
eip(x

′−x)−α|p| = i
π

2
sgn(x′ − x), α→ 0, (3.16)

[φ(x),
1

π
∇θ(x′)] = iδ(x′ − x). (3.17)
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3.1 Bosonisation

Eq. 3.17 shows that Π(x) = 1
π∇θ(x) is the conjugate momentum of field φ(x) [20,

23]. When L→∞, i.e. thermodynamic limit, using Eq. 3.13,

1

π
∇φ(x) = −[ρR(x) + ρL(x)],

1

π
∇θ(x) = ρR(x)− ρL(x). (3.18)

Obviously, ∇φ(x) is proportional to the density fluctuation at point x, while ∇θ(x)

is proportional to the current in 1D. Thus, Hamiltonian 3.14 is modified as (omitting

constant terms)

H =
vF
2π

[(∇θ(x))2 + (∇φ(x))2]. (3.19)

This is the celebrated Luttinger liquid Hamiltonian [20, 21, 23, 24], and we have mapped

a free spinless fermionic theory into a free bosonic one (in fact, the bosonic theory is for

free compactified bosons, which is more obvious if one looks at the correlation functions

of free fermions and compactified bosons. More detailed explanation is available in

[20, 23, 25] and references therein).

3.1.2 Bosonisation with interactions

Previously we have considered the Hamiltonian for free spinless fermions. It turns out

that free spinless fermion Hamiltonian can be mapped into a free (compactified) bosonic

one. It is trivial to show that without interaction, free spinful fermion Hamiltonian can

be mapped to a free bosonic one with two flavours as well (i.e. two decoupled sets

of bosonic fields), but what will the bosonic Hamiltonian look like after including the

interactions?

We can consider the interactions between fermions as a scattering process, see Fig.

3.2. More interestingly, g1 term is the Umklapp process, which could bring a spin gap

as shown later.
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3. METHODS

Figure 3.2: The low-energy scattering process. Dashed line refers to a left-moving

fermion, while a full line refers to a right-moving fermion. The names g1, g2, g4 come

from so called g-ology [20]. In addition, if the spin of the two electrons are equal, the

interaction takes value of g‖, and g⊥ for opposite spins.

For the interaction localised at q → 0, i.e. g2, g4 terms, we can get

H4 =

∫
dx

∑
r=R,L

∑
s=↑,↓

[g4‖

2
ρr,s(x)ρr,s(x) +

g4⊥
2
ρr,s(x)ρr,−s(x)

]
, (3.20)

H2 =

∫
dx
∑
s=↑,↓

[g2‖

2
ρR,s(x)ρL,s(x) +

g2⊥
2
ρR,s(x)ρL,−s(x)

]
, (3.21)

In order to diagonalise the Hamiltonian, we define the following bosonic fields

φρ(x) =
1√
2

[φ↑ + φ↓],

φσ(x) =
1√
2

[φ↑ − φ↓],
(3.22)

with charge and spin density defined as

ρ(x) =
1√
2

[ρ↑(x) + ρ↓(x)],

σ(x) =
1√
2

[ρ↑(x)− ρ↓(x)].

(3.23)

Apparently, the ρ and σ fields commute with each other and have the usual bosonic

commutation relations (cf. Eq. 3.17) among themselves. The fermionic field operator

is

ψr,s =
1√
2πa

Fr,se
irkF xe

− i√
2

[rφρ(x)−θρ(x)+s(rφσ(x)−θσ(x))]
. (3.24)
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3.1 Bosonisation

Hence, we can rewrite the interaction Hamiltonians 3.20, 3.21 in terms of the rede-

fined bosonic fields,

H4 =
1

4π2

∫
dx(g4‖ + g4⊥)[(∇φρ(x))2 + (∇θρ(x))2]

+(g4‖ − g4⊥)[(∇φσ(x))2 + (∇θσ(x))2].

(3.25)

H2 =
1

4π2

∫
dx(g2‖ + g2⊥)[(∇φρ(x))2 − (∇θρ(x))2]

+(g2‖ − g2⊥)[(∇φσ(x))2 − (∇θσ(x))2].

(3.26)

The g1 process is slightly more difficult to deal with. g1‖ term is the same as g2‖

term after permutating the fermionic operators, but g1⊥ term behaves very differently,

namely

H1 =

∫
dxg1‖

∑
s

[ψ†L,sψ
†
R,sψL,sψR,s] + g1⊥

∑
s

[ψ†L,sψ
†
R,−sψL,−sψR,s]

=

∫
dx− g1‖

∑
s

[ψ†L,sψL,sψ
†
R,sψR,s] + g1⊥

∑
s

[ψ†L,sψR,sψ
†
R,−sψL,−s]

=

∫
dx− g1‖

∑
s

[ρL,sρR,s] +
g1⊥

(2πa)2

∑
s

[ei(−2φs)ei(2φ−s)].

(3.27)

Specifically for the anomalous g1⊥ term, using Eq. 3.22, g1⊥ term becomes

H1⊥ =

∫
dx

g1⊥
(2πa)2

(e2
√

2φσ + e−2
√

2φσ) =

∫
dx

2g1⊥
(2πa)2

cos (2
√

2φσ(x)). (3.28)

Combining the free Hamiltonian and all the interaction terms, we obtain the full

Hamiltonian

H = Hρ +Hσ, (3.29)

Hρ =
uρ
2π

∫
dx

[
Kρ(∇θρ(x))2 +

1

Kρ
(∇φρ(x))2

]
,

Hσ =
uσ
2π

∫
dx

[
Kσ(∇θσ(x))2 +

1

Kσ
(∇φσ(x))2

]
+

2g1⊥
(2πa)2

cos (2
√

2φσ(x)),

(3.30)

with renormalised coefficients (e.g. renormalised Fermi velocities uρ, uσ, and renor-
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malised Luttinger coefficients Kρ, Kσ)

uρ = vF

√
(1 + y4ρ/2)2 − (yρ/2)2,

uσ = vF
√

(1 + y4σ/2)2 − (yσ/2)2,

Kρ =

√
1 + y4ρ/2 + yρ/2

1 + y4ρ/2− yρ/2
,

Kσ =

√
1 + y4σ/2 + yσ/2

1 + y4σ/2− yσ/2
,

gρ = g1‖ − g2‖ − g2⊥, yρ =
gρ
πvF

,

g4ρ = g4‖ + g4⊥, y4ρ =
g4ρ

πvF
,

gσ = g1‖ − g2‖ + g2⊥, yσ =
gσ
πvF

,

g4σ = g4‖ − g4⊥, y4σ =
g4σ

πvF
.

(3.31)

This is the celebrated Luttinger liquid theory for 1D spinful fermions. The signifi-

cant meaning of writing the fermionic Hamiltonian in terms of bosonic field is that it

is very obvious in bosonic language to observe the separation of charge (ρ) and spin (σ)

parts. This phenomenon has important applications, i.e. one can obtain bona fide

excitations from the 2 separate parts of Hamiltonian, namely holon for charge part,

and spinon for spin part. This has been confirmed via experiments, and charge-spin

separation is unique for 1D physics, too. Another interesting fact is that the spin part

of Hamiltonian (Hσ) is a sine-Gordon equation. In the long-wavelength limit, it can

end up with a spin gap, resulting in the Luther-Emery liquid, with the prediction of

electron-pairing nature [26].

A more thorough summary of numerous bosonisation formulae is available in the

Appendix A, which can be used as a supplement material for this thesis.

3.2 Density matrix renormalisation group

Density matrix renormalisation group (DMRG) is a numerical method to approximate

the ground states and energy spectra of a physical systems. It has been invented in

1990s by Steven White [27, 28], and it becomes more powerful and one of the most

important tools to analyse 1D systems after being rewritten systematically in matrix
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3.2 Density matrix renormalisation group

product state (MPS) language [28, 29]. We will focus on the MPS description of DMRG

in this thesis.

3.2.1 Matrix product states

MPS description characterises quantum states in terms of matrices. To be more specific,

for an arbitrary quantum state |ψ〉 (in a lattice, here 1D lattice specifically), one can

write it as

|ψ〉 =
∑

n1,n2,···nN

An1
1 An2

2 An3
3 · · ·A

nN
N |n1, n2, n3, · · ·nN 〉 , (3.32)

where Anii is a di−1×di matrix (note that An1
1 is a 1×d1 matrix, and AnNN is a dN−1×1

matrix), and n1, n2, ... nN are the physical variables (e.g. for spin-1/2 systems, physical

variables are local spin-1/2s), as shown in Fig. 3.3.

Figure 3.3: A typical MPS. Ani
i is matrix corresponding to physical site i with physical

variable ni.

The dimensions of matrices A are called bond dimensions. The bond dimension

is actually related to the entanglement structure among different physical variables,

i.e. bigger the bond dimension is, more entangled the quantum state is. A trivial

product state is not entangled, e.g. the ferromagnetic ground state of 1D Ising model

|ψ〉 = |↑↑↑ · · ·〉, and immediately we can get the bond dimension is 1, i.e. the state is

not entangled at all.

Generically speaking, the bond dimension grows as the size of the physical system

increases. This is so called “volume law”, namely the bond dimension (entanglement of

the system) is proportional to the volume of the physical system, e.g. linear dependence

in the case of 1D. That intrinsically make it difficult to develop a numerical algorithm to

approximate a state using MPS description. Fortunately, for a 1D gapped Hamiltonian,
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the ground state’s entanglement follows “area law” rather than the generic “volume

law” [30, 31], i.e. the bond dimension (entanglement of the system) is proportional

to the area of the physical system (the derivative of the volume). For example, the

required bond dimension to approximate ground state(s) of 1D gapped Hamiltonian

is a constant, leaving a possibility of efficiently determine the ground state(s) of 1D

gapped Hamiltonian in terms of MPS.

DMRG can efficiently obtain the matrices Anii by iterating the calculation of the

energy eigenstates of Hamiltonian, approximating the ground state(s). In addition, by

setting the bond dimension to a constant (in a translational invariant system), it is pos-

sible to calculate the error by calculating the trace of the density matrix Tr |ψ〉 〈ψ| − 1,

which helps us to determine the validity of DMRG method. More detailed explanations

of the mechanism of DMRG algorithm are available in [28, 32] and reference therein.

In principle, people are also interested in physical systems in higher dimensions, or

1D gapless systems. The “area law” for higher dimensional Hamiltonian has not been

rigorously proven, but there are some numerical evidences [33]. As for the 1D gapless

systems, usually between second-order phase transition, it has been proven that the

entanglement (measured by entanglement entropy, which will be explained in the later

section) has a logarithm correction in addition to the “area law” [34, 35, 36]. There

exist other DMRG algorithms for 2 or higher dimensions, or critical 1D systems, but

we will ignore the discussion here.

3.2.2 Entanglement spectrum

One of the virtues of utilising DMRG to calculate the ground state(s) of 1D gapped

Hamiltonian is that one can obtain the entanglement spectra of the ground state(s)

easily, revealing useful (and usually non-local) information of the physical system.

Figure 3.4: Division of two subsystems A and B in a 1D gapped system. After the

division, one can calculate the entanglement between the two subsystems.

22



3.2 Density matrix renormalisation group

First of all, let us consider a 1D gapped system divided into two subsystems A and

B, as shown in Fig. 3.4. We can define a reduced density matrix ρA for a pure state

|ψ〉 as

ρA = TrBρ = TrB |ψ〉 〈ψ| , (3.33)

where TrB is the partial trace of subsystem B, i.e. TrB |ψ〉 〈ψ| =
∑

b 〈bB|ψ〉 〈ψ|bB〉, and

{|bB〉} is a complete set of eigenstates of subsystem B.

Moreover, the pure state |ψ〉 can be rewritten in terms of the eigenstates of the two

subsystems [36],

|ψ〉 =
∑
a,b

ca,b |aA〉 |bB〉 , (3.34)

where matrix entries ca,b is not necessarily diagonal. In addition, we can operate a

Schmidt decomposition by finding orthonormal bases for subsystems A, B, i.e.

|ψ〉 =

ns∑
i=1

αi |φAi 〉 |φBi 〉 , (3.35)

where ns is the dimension of larger Hilbert space of subsystems A and B. αi is called

Schmidt eigenvalues, satisfying
∑

i |αi|2 = 1. Hence the reduced density matrix ρA can

be expressed as

ρA =
∑
b

〈bB|ψ〉 〈ψ|bB〉

=

ns∑
i=1

|αi|2 |φAi 〉 〈φAi |

=

ns∑
i=1

λi |φAi 〉 〈φAi | ,

(3.36)

with
∑

i λi = 1. One can do the similar calculation for subsystem B, and one can

obtain

ρB = TrA |ψ〉 〈ψ| =
ns∑
i=1

λi |φBi 〉 〈φBi | . (3.37)

Näıvely speaking, more entangled subsystems A and B are, more mixed the reduced

density matrices are. For example, for a product state (i.e. not entangled at all), the

reduced density matrices are still a pure state. From reduced density matrices ρA and

ρB, it is natural to define a quantity to measure the entanglement between the two

subsystems, i.e. entanglement entropy

SA = −Tr (ρA log ρA) = −
ns∑
i=1

λi log λi = −Tr (ρB log ρB) = SB. (3.38)
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As we have discussed beforehand, the ground state(s) of 1D gapped Hamiltonian follow

“area law”, i.e. the entanglement entropy is a constant. Indeed, entanglement entropy

not only can tell us how entangled the two subsystems are, but also the topological

properties of the state (so called topological entanglement entropy, more detailed ex-

planation in [32, 36, 37, 38]).

In addition to entanglement entropy, one can also define entanglement spectrum [39],

which can reveal more information about the quantum state. From the Schmidt de-

composition of the reduced density matrices, one can define entanglement spectrum ξi

as

|ψ〉 =

ns∑
i=1

αi |φAi 〉 |φBi 〉 =

ns∑
i=1

e−
1
2
ξi |φAi 〉 |φBi 〉 ,

λi = e−ξi .

(3.39)

The entanglement spectrum can be understood as the eigenvalues of an emergent

“entanglement Hamiltonian” KA defined as

KA = − log ρA. (3.40)

Indeed, the entanglement spectrum is a nonlocal quantity of the physical system,

thus it can reveal much useful information, e.g. the ground state degeneracy is the same

as the degeneracy of entanglement spectrum eigenstates ξi of the ground state. This is

extremely significant, because for some 1D SPT systems, it is intrinsically impossible

to define a local order parameter, difficult to define a non-local one, but with the help

of entanglement spectrum, one can easily obtain the ground state degeneracy, even

identify different phases.

There is one important aspect of entanglement spectrum, which is that the choice

of Schmidt decomposition could in principle change the degeneracy of the entanglement

spectrum but not the physical ground state degeneracy, as discussed in [40]. We will not

go into details on this issue, because within the scope of this thesis, it is not important,

but in general it is significant to take into account this aspect.

3.3 Matrix product states and the protecting symmetries

of SPT

Because of the area law of entanglement, the SPT phase appearing in the ground

state(s) of certain 1D gapped systems should also be described faithfully via MPS.
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In fact, from the MPS structure of states with SPT phase, one can determine which

symmetries are important to protect the phase (or the ground state degeneracy).

Without losing generality, we assume that the systems we study are translationally

invariant, e.g. with periodic boundary condition. A more general case can be shown

with similar approach. We start with a translationally invariant MPS with N sites (Fig.

3.5)

|ψ〉 =
∑
n

Tr (· · ·ΓniΛΓni+1Λ · · · ) |n1, n2, · · ·nN 〉 , (3.41)

where ni are physical indices, and Λ is a real, diagonal matrix with non-negative ele-

ments [7, 41].

Figure 3.5: A generic translationally invariant MPS in Eq. 3.41.

The normalisation of MPS is given as

∑
n

ΓnΛ2(Γn)† =
∑
n

(Γn)†Λ2Γn = 1. (3.42)

Assume that both Hamiltonian and ground state (Eq. 3.41) have the same (global)

symmetry U , i.e. no spontaneous symmetry breaking, then

[H,U ] = 0, U |ψ〉 = eiθ |ψ〉 . (3.43)

If the symmetry can be written in local on-site terms, the symmetry of the physical

indices can be transformed into the symmetry in the bonds (virtual dimensions) up to

a phase (i.e. projective representation) [7, 8, 41], as shown in Fig. 3.6,

∑
n′

Unn
′
Γn
′

= eiθUV †ΓnV, (3.44)
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Figure 3.6: A local on-site symmetry operation on MPS is equivalent to a projective

symmetry operation on the virtue bonds of MPS.

We will discuss several symmetries that could protect non-trivial SPT phases in

spin-1 systems.

3.3.1 Inversion symmetry

Firstly, we look at how inversion symmetry acts on a MPS. Note that inversion sym-

metry cannot be written as local on-site terms. The transformation law of inversion

symmetry UI is

(Γn)T = eiθIV †I ΓnVI ,

Γn = e2iθI (VIV
∗
I )†Γn(VIV

∗
I ).

(3.45)

where θI ∈ [0, 2π) and VI is a unitary operator acting on the virtual dimensions.

Use Eq. 3.42 and [VI ,Λ] = 0, we can obtain∑
n

ΓnΛ(VIV
∗
I )Λ(Γn)† = e−2iθIVIV

∗
I , (3.46)

and from Eq. 3.42, e2iθI = 1 and VIV
∗
I = eiφI1. Since VI is a unitary operator, it is

equivalent to VI = e2φIVI , and thus φI = 0 or π. Here we use an example that will

be explained more in details in Chapter 4 to demonstrate that θI = π and φI = π

corresponds to a non-trivial SPT phase. For AKLT ground state, which is in Haldane

phase (SPT phase), Γn = σn, Λ ∝ 1, where n = +/0/− corresponds to a physical

spin-1. Hence, VI = σy, θI = π, because (σn)T = −σyσnσy. Moreover, σyσy∗ = −1,

i.e. φI = π. The physical system is in SPT phase if θI = π and φI = π, otherwise

in trivial phase. Another important point is that the inversion symmetry has to be

bond-centered, otherwise the site in the centre has an ambiguity of deciding the two
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3.3 Matrix product states and the protecting symmetries of SPT

phases [7]. It elucidates that the bond-centered inversion symmetry can protect SPT

phases.

3.3.2 Time reversal symmetry

For the convenience of the later part of the thesis, we restrict our discussion to time

reversal symmetry of spin-1, i.e. T =
∏
j UTjK =

∏
j e

iπSyjK, where K is the complex

conjugation operator. It essentially change Sx,y,z to −Sx,y,z, and can be written into

local on-site terms UT i = eiπS
y
j .

In MPS description, from Eq. 3.44, Γ matrices transform as∑
n′

Unn
′

T Γn
′∗ = eiθT V †TΓnVT . (3.47)

With similar method for inversion symmetry, one can obtain∑
n

ΓnΛ(VTV
∗
T )Λ(Γn)† = VTV

∗
T , (3.48)

i.e. VTV
∗
T = eiφT 1, implying φT = 0 or π. In conclusion, the SPT phase corresponds

to φT = π and trivial phase corresponds to φT = 0.

3.3.3 D2 symmetry

Dihedral group D2 (also called as Z2×Z2) consists of π rotation along x and z direction

for spin-1 systems, denoting as Rx and Rz, respectively. (π rotation along y direction

can be generated by RxRz.)

Rx = exp (iπSx)

Rz = exp (iπSz),
(3.49)

n′Rnn
′

x Γn
′∗ = eiθxV †xΓnVx

n′Rnn
′

z Γn
′∗ = eiθzV †z ΓnVz.

(3.50)

It can be proved using similar method above that V 2
x = eiφx1, V 2

z = eiφz1 and VxVz =

eiφxzVzVx. We obtain two possible values of φxz to be 0 or π. Similar situation happens,

as system is in SPT phase if φxz = π, and trivial if φxz = 0.

More generally, if a symmetry (represented by a finite group or compact Lie group)

has non-trivial projective representation, it can protect SPT phase(s), and the number
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of possible SPT phases is given by the second cohomology group H2(G,C) of group

G [9, 42, 43]. The most notable example would be SO(3) symmetry, i.e.

H2(SO(3),C) = Z2, (3.51)

two phases can be constructed with SO(3) symmetry and one of them is a SPT phase.

This is the case of AKLT ground states, which will be explained more in details.

More importantly, whether a symmetry protects SPT phase can be checked numeri-

cally by adding perturbation that breaks the specific symmetry and probing the ground

state degeneracy via entanglement spectrum [7, 8].
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Chapter 4

AKLT model

But how does one judge the elegance

of physical theories generally?

Sir Roger Penrose

We investigate AKLT model, i.e. a toy model with short-range interaction exhibit-

ing Haldane phase, in this chapter. AKLT model can be derived elegantly via parent

Hamiltonian approach, which will be explained in the first part of this chapter. An

important reason to investigate AKLT model is that we can express the ground states

of AKLT Hamiltonian exactly by virtue of MPS description. The exact form of ground

states makes the analytic calculation of correlation functions possible, predicting the

existence of two localised edge states, and we express the edge mode operators by

construction using the properties of ground states.

4.1 Parent Hamiltonian approach

In order to obtain the AKLT Hamiltonian, we use a different approach, namely writing

down the ground states first, then constructing the Hamiltonian with the same ground

states.

Firstly, we consider a dimerised spin-1
2 state with periodic boundary condition (PBC),

which is unique, as demonstrated in Fig. 4.1. The dimers between two adjacent spin-1
2s

are spin singlet ( 1√
2
(|↑↓〉 − |↓↑〉)).

29



4. AKLT MODEL

(a)

(b)

(c)

Figure 4.1: (a) A dimerised spin- 12 chain. (b) The ground state of AKLT model. The

eclipses over two adjacent spin- 12 s corresponds to a projection to spin-1 Hilbert subspace,

i.e. PS=1 |ψ〉. (c) A projection of two adjacent spin-1s in AKLT ground state.

Then we project the adjacent spin-1
2s that do not form a dimer between each other

into a spin-1 Hilbert subspace, as shown in Fig. 4.1. Originally two spin-1
2s have a 4

dimensional Hilbert space, and after the mapping, local Hilbert space has become 3

dimensional. By this construction, we obtain the ground state of AKLT model (with

PBC).

After the projection, the spin singlets are damaged. The reason is that spin singlet

is a maximally entangled state between two spins. If they are also correlated with

other spin (in this case, projected with another spin), spin singlet will no longer remain

exact. In addition, with the current setup, by working out the spin summation via

Clebsch-Gordan coefficient, one can find out that for two adjacent spin-1s Si, Si+1, the

total spin of two spin-1s Si,i+1 is always smaller than 2 (cf. Fig. 4.1).

We know that for two spin-1s, the total spin lives in a Hilbert space as

1⊗ 1 = 0⊕ 1⊕ 2, (4.1)

consisting of a subspace of total spin 0, 1, and 2.
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4.2 MPS description and correlation functions

Hence, if the state we construct above is a ground state of a parent Hamiltonian,

the parent Hamiltonian must be proportional to spin-2 projector PS=2
i,i+1, i.e.

PS=2
i,i+1 =

1

24
(Si + Si+1)2

[
(Si + Si+1)2 − 2

]
=

1

24
(4 + 2Si · Si+1)(2 + 2Si · Si+1)

=
1

6
(Si · Si+1)2 +

1

2
(Si · Si+1) +

1

3
,

HAKLT ∝
∑
i,i+1

PS=2
i,i+1.

(4.2)

Without losing generality, we can express the AKLT Hamiltonian as

HAKLT =
∑
i,i+1

(Si · Si+1) +
1

3
(Si · Si+1)2. (4.3)

Thus, we derive the parent Hamiltonian of AKLT state. This method is generically used

to find new toy models using the projectors. With similar construction, one can obtain

many parent Hamiltonians from AKLT-like states, which could be in the same physical

phase as some physically realistic models, shedding light into a different approach than

solving ground states for some arbitrary Hamiltonians.

4.2 MPS description and correlation functions

More importantly, the ground state of AKLT Hamiltonian can be written in terms of

MPS. This can be observed by the effective spin-1
2 picture, Fig. 4.1. In MPS language,

we could express the two effective spin-1
2s as the matrices with bond dimension of

2. Actually, the configuration of the two effective spin-1
2s can uniquely determine the

physical spin-1, hence, with bond dimension only 2, one can faithfully describe the

ground state of AKLT Hamiltonian.
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4. AKLT MODEL

Figure 4.2: MPS description of AKLT ground state. The squares correspond to the spin

singlet matrices Σbi,ai+1
, while the circles correspond to the spin-1 projectors with physical

spin indices Si, i.e. ASi

ai,bi
.

As described in Fig. 4.2, we can write down the MPS for AKLT ground state with

PBC as

|ψ〉 =
∑
S

∑
a,b

AS1
a1,b1

Σb1,a2A
S2
a2,b2

Σb2,a3 · · ·A
SN
aN ,bN

ΣbN ,a1 |S〉

=
∑
S

Tr(AS1ΣAS2Σ · · ·ASNΣ |S〉),
(4.4)

where Si is the physical spin of site i, and its values are +1 (+), 0 and −1 (−). ai,

bi are the effective spin-1
2s. Spin singlet matrices Σbi,ai+1

and spin-1 projectors with

physical spin indices Si, i.e. ASiai,bi are enough to describe the ground state. Therefore,

we can obtain the matrices as

A+ =

(
1 0
0 0

)
, A0 =

(
0 1√

2
1√
2

0

)
, A− =

(
0 0
0 1

)

Σ =

(
0 1√

2

− 1√
2

0

)
.

(4.5)

With PBC, we can combine the matrices ASiΣ as a new set of matrices BSi with

normalisation condition
∑

S B
S†BS = 1,

B+ =

(
0
√

2
3

0 0

)
, B0 =

(
− 1√

3
0

0 1√
3

)
, B− =

(
0 0

−
√

2
3 0

)
. (4.6)
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4.2 MPS description and correlation functions

We can now check the normalisation 〈ψ|ψ〉

〈ψ|ψ〉 =
∑
S

Tr(BS1BS2 · · ·BSN )∗Tr(BS1BS2 · · ·BSN )

= Tr

∑
S1

BS1∗ ⊗BS1

∑
S2

BS2∗ ⊗BS2

 · · ·
∑

SN

BSN∗ ⊗BSN

 = TrEN ,

(4.7)

E =
∑
S

BS∗ ⊗BS =


1
3 0 0 2

3
0 −1

3 0 0
0 0 −1

3 0
2
3 0 0 1

3 ,

 (4.8)

by using the property of trace TrX · TrY = Tr(X ⊗ Y ). One can easily find the

eigenvalues of matrix E are 1, −1
3 , −1

3 , −1
3 by diagonalising the matrix [28], hence, the

normalisation relation becomes

〈ψ|ψ〉 = 1 + 3

(
−1

3

)N
→ 1, (4.9)

if the system is in thermodynamic limit N →∞. The method also allows us to calculate

the correlation functions in thermodynamic limit.

This can actually confirm the existence of a SPT phase in AKLT model, with the

absence of local order parameter. For instance, 〈Szi Szi+r〉 can be calculated as

〈Szi Szj 〉 = Tr
(
B+i∗ ⊗B+i +B−i∗ ⊗B−i

)∑
Si+1

BSi+1∗ ⊗BSi+1

 · · ·
(
B+i+r∗ ⊗B+i+r +B−i+r∗ ⊗B−i+r

)
· · ·

= Tr(FEr−1FEN−r−1),

F = B+∗ ⊗B+ +B−∗ ⊗B− =


0 0 0 2

3
0 0 0 0
0 0 0 0
−2

3 0 0 0

 .

(4.10)

Eventually, one can get the 2-point correlation function 〈Szi Szi+r〉 decays exponen-

tially as r increases, when the system approaches thermodynamic limit (N →∞)

〈Szi Szi+r〉 =
4

3

(
−1

3

)r
+

4

3

(
−1

3

)N−r
→ 4

3

(
−1

3

)r
, (4.11)

indicating an energy gap between the ground state and excited states. More impor-

tantly, one can check similar 2-point correlation functions, e.g. 〈S+
i S
−
i+r〉 , which are all
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4. AKLT MODEL

exponentially decaying, i.e. absence of local order parameters. The correlation length

is log 3, which we could use real space renormalisation group mapping to find a fix-point

model for AKLT Hamiltonian with 0 correlation length. Furthermore, one can define

a non-local order parameter (string order parameter) O as

〈O〉 = 〈Szi exp (iπ
∑
i<k<j

Szk)Szj 〉 = −4

9
− 4

(
1

3

)N
→ −4

9
, (4.12)

the expectation value of O goes to −4
9 , as approaching to thermodynamic limit N →∞.

The existence of non-vanishing string order parameter is a strong indication of SPT

phase in 1D, albeit it is not always possible to define a string order parameter for SPT

phases (especially in higher dimensions).

The existence of SPT phase also implies that in open boundary condition (OBC),

the ground state degeneracy will increase. This is indeed the case for AKLT ground

state, and it is easy to observe by means of MPS description. For OBC, we obtain four

degenerate ground states

|↑ · · · ↑〉 , |↑ · · · ↓〉 , |↓ · · · ↑〉 , |↓ · · · ↓〉 , (4.13)

where ↑ and ↓ represent the effective edge spin-1
2s in Fig. 4.3.

Figure 4.3: Ground states of AKLT model in OBC. Depending on the edge spin- 12 s, we

can obtain 4 degenerate ground states, as a consequence of symmetry fractionalisation.
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4.3 Symmetries that protect Haldane phase

In addition, we can write down the 4 OBC ground states in terms of MPS. As

shown in Fig. 4.3, the right edge is now different from the PBC case, with one Σ

matrix missing. Indeed, in thermodynamic limit, we obtain

|↑ · · · ↑〉 =
∑
S

∑
a

BS1
↑a2B

S2
a2a3 · · ·B

SN−1
aN−1aNA

SN
aN↑ |S1, S2 · · ·SN 〉 ,

|↑ · · · ↓〉 =
∑
S

∑
a

BS1
↑a2B

S2
a2a3 · · ·B

SN−1
aN−1aNA

SN
aN↓ |S1, S2 · · ·SN 〉 ,

|↓ · · · ↑〉 =
∑
S

∑
a

BS1
↓a2B

S2
a2a3 · · ·B

SN−1
aN−1aNA

SN
aN↑ |S1, S2 · · ·SN 〉 ,

|↓ · · · ↓〉 =
∑
S

∑
a

BS1
↓a2B

S2
a2a3 · · ·B

SN−1
aN−1aNA

SN
aN↓ |S1, S2 · · ·SN 〉 ,

(4.14)

where A and B matrices are given in Eq. 4.5 and 4.6.

An important observation is that the physical system has finite size effect with OBC.

This can be seen as an energy split between Stotal = 0 and Stotal = 1 sectors within

the ground state manifold by calculating the energy spectrum of the AKLT chain. As

shown in Fig. 4.4, the energy split between the states decays exponentially, predicting

a true fourfold ground state degeneracy in thermodynamic limit.

8 10 12 14 16 18 20
System size

0.5

0.6

0.7

0.8

0.9

1.0

1.1

1.2
Energy gap

Figure 4.4: The finite size correction on the energy split between ground states (with

unit of J). The red curve is the fitting of the energy split with respect of total length of

the system with exponential function.

4.3 Symmetries that protect Haldane phase

As we have discussed in the previous sections, the symmetries that protect SPT phase

must have non-trivial projective representation. From the criterion, we can find the
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4. AKLT MODEL

symmetries that protect Haldane phase in AKLT model.

In AKLT Hamiltonian 4.3, we can find a global SO(3) symmetry. Due to the fact

that SU(2) is the double cover of SO(3), i.e. SO(3) ∼= SU(2)/Z2, we could conclude

that SU(2) is a non-trivial projective representation of SO(3) (cf. Eq. 3.51).

As well as time-reversal symmetry and bond-centered inversion symmetry as anal-

ysed in Section 3.3, we obtain 3 symmetries that AKLT model has and have non-trivial

projective representation. Therefore, the Haldane phase appeared in the ground states

of AKLT model is protected by global SO(3), time reversal and bond-centered inversion

symmetry. And the Haldane phase exists as long as the perturbations do not break all

3 symmetries.
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Figure 4.5: Entanglement spectrum of AKLT model with site L = 16. Due to the finite

size correction, there is a energy gap between S = 0 and S = 1. The degeneracy in the

figure represents the degeneracy of ground state submaniford |
∑
Sz| = 1.

4.4 Hidden symmetry breaking

In spite of the absence of local order parameter, the SPT phase in AKLT ground states

can be transformed to a symmetry breaking phase via a non-local unitary transforma-

tion, Kennedy-Tasaki (KT) transformation [44, 45, 46]. This is also referred in many

literatures as “hidden symmetry breaking” [47].

36



4.4 Hidden symmetry breaking

KT transformation is defined as

UKT =
∏
j<k

exp (iπSzjS
x
k ) (4.15)

Hence, we obtain the spin operators after the transformation

UKTS
x
j U
†
KT = Sxj

∏
k>j

exp (iπSxk ),

UKTS
y
jU
†
KT =

∏
k<j

exp (iπSzk)Syj
∏
k>j

exp (iπSxk ),

UKTS
z
jU
†
KT =

∏
k<j

exp (iπSzk)Szj .

(4.16)

The transformed AKLT Hamiltonian is

HKT = H ′ +
1

3

(
H ′
)2
,

H ′ =
∑
j

−Sxj Sxj+1 + Syj exp [iπ(Szj + Sxj+1)]− SzjSzj+1.
(4.17)

More interestingly, the non-vanishing string order parameter O = Szi exp (iπ
∑

i<k<j S
z
k)Szj

has been transformed into a ferromagnetic order parameter O′,

O′ = −UKTOU †KT = SzjS
z
k . (4.18)

Because the expectation value of the new ferromagnetic order parameter in the trans-

formed basis is the same as the one of string order parameter in the original basis, i.e.

〈O′〉transformed = −〈O〉original →
4

9
, |i− k| → ∞. (4.19)

Therefore, we obtain a non-vanishing ferromagnetic order parameter for the trans-

formed Hamiltonian, indicating a spontaneous symmetry breaking of rotational sym-

metry. It looks quite odd initially, since we start from a SPT phase and end up with a

symmetry breaking phase. The crucial point here is that a non-local unitary transfor-

mation can change the physics of the original model, by disentangling the entanglement

between different sites (or vice versa) [48], and eventually we arrive at a model with the

same energy spectrum but different phases. This also happens when one uses Jordan-

Wigner transformation to transform a Kitaev chain (in fermionic SPT phase) to an

Ising chain with transverse field (in Z2 symmetry breaking phase) [49].
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The on-site SO(3) symmetry of the original AKLT model is now highly non-local

after the transformation. But there is a subgroup of the original SO(3) symmetry

group which remains the same, i.e. D2 (Z2 × Z2) group. D2 group is a discrete group

that can be generated by Rx =
∏
j exp (iπSxj ) and Rz =

∏
j exp (iπSzj ), i.e. global π

rotation along x and z directions mentioned in Chapter 3.

UKT exp (iπSxj )U †KT = exp (iπSxj ),

UKT exp (iπSzj )U †KT = exp (iπSzj ).
(4.20)

For the original AKLT Hamiltonian, SO(3) symmetry cannot be broken spontaneously

due to Mermin-Wagner theorem, i.e. global continuous symmetry acting locally cannot

be broken simultaneously in quantum phase transition in 1D systems with only short-

range interaction. But for the case of transformed Hamiltonian, most of the local terms

of SO(3) symmetry has been transformed into a highly non-local terms with continuous

property hidden, but D2 symmetry remains the same. Since D2 symmetry is a discrete

symmetry, we expect a D2 symmetry breaking in a quantum phase transition in the

transformed Hamiltonian.

From the analysis above, we could obtain the four ground states of the transformed

Hamiltonian

|GS〉 = |φiφiφiφiφi · · ·〉 , i = 1, 2, 3, 4.

|φ1〉 =
1√
3

(|0〉+
√

2 |+〉), |φ2〉 =
1√
3

(|0〉 −
√

2 |+〉),

|φ3〉 =
1√
3

(|0〉+
√

2 |−〉), |φ1〉 =
1√
3

(|0〉 −
√

2 |−〉).

(4.21)

Note that the four degenerate ground states of the transformed Hamiltonian do not

correspond to the ground states of the original AKLT Hamiltonian given in Eq. 4.14

after transformation but superpositions of states within the ground state manifold. The

ground state degeneracy remains the same in both original and transformed Hamilto-

nian, but the Haldane phase has become a symmetry breaking phase after KT trans-

formation.

4.5 Edge modes in AKLT ground states

From Fig. 4.3, we would expect that there exist two edge states in AKLT chain,

corresponding the 2 effective edge spin-1
2s. Firstly, we can take a look at AKLT ground
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4.5 Edge modes in AKLT ground states

states described by MPS, and one distinct property is

B+(B0)nB+ = B−(B0)nB− = 0,∀n ∈ Z+, (4.22)

implying that +1 spin and −1 spin always come in pairs with 0 spins in between. Thus,

we could depict the ground states of AKLT model in a pictorial way in Fig. 4.6.

Figure 4.6: A pictorial description of AKLT ground states in the bulk. + and − spins

always appear in an alternating way, in between of 0 spins.

Moreover, for OBC, if the left edge has an effective spin-1
2 of up spin (or down spin),

the first non-zero physical spin-1 would be + (or −), and the argument works for the

right edge too. From the observation above, we construct an edge mode operator that

acts locally (i.e., with exponentially decaying expectation value)

Ψ = Ψ1 + Ψ2 + Ψ3 + · · ·

Ψ1 = Sz1 ,Ψ2 = [1− (Sz1)2]Sz2 , · · · ,

Ψn = [1− (Sz1)2][1− (Sz2)2] · · · [1− (Szn−1)2]Szn, · · ·

(4.23)

The expectation values can be calculated via MPS description of ground states at

thermodynamic limit. For states with |↑ · · ·〉,

〈Ψ1〉 =
2

3
, 〈Ψ2〉 =

2

9
, · · · , 〈Ψn〉 =

2

3n
,

〈Ψ〉 =
∑
n

〈Ψn〉 =
2
3(1− 1

3n )

1− 1
3

→ 1.
(4.24)

It proves that the expectation values of higher order terms decay exponentially, i.e. the

operator localises at the left edge. Meanwhile, for states with |↓ · · ·〉,

〈Ψ1〉 = −2

3
, 〈Ψ2〉 = −2

9
, · · · , 〈Ψn〉 = − 2

3n
,

〈Ψ〉 =
∑
n

〈Ψn〉 = −
2
3(1− 1

3n )

1− 1
3

→ −1.
(4.25)
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Then we can check that the edge mode operator that we constructed can indeed

change ground states within the ground state manifold,

Ψ
1√
2

(|↑ · · ·〉 ± |↑ · · ·〉) =
1√
2

(|↑ · · ·〉 ∓ |↑ · · ·〉). (4.26)

The same approach can be applied for the right edge as well. We can define a right

edge mode operator as

Ψ′ = Ψ′1 + Ψ′2 + Ψ′3 + · · ·

Ψ′1 = SzN ,Ψ
′
2 = [1− (SzN )2]SzN−1, · · · ,

Ψ′n = [1− (SzN )2][1− (SzN−1)2] · · · [1− (SzN−n+2)2]SzN−n+1, · · ·

(4.27)

which satisfies similar properties as the left edge mode operator Ψ.

4.5.1 Classification of edge modes

Edge modes have drawn lots of attention, especially after the discovery of edge modes in

Kitaev chain, which have non-Abelian statistics in quasi-1D systems [10, 11, 12, 13, 50].

It is natural to classify different edge modes appearing in different models. Here we

concentrate on the classification proposed by Paul Fendley, so called “strong/weak edge

mode” [49, 51, 52, 53, 54].

A strong edge mode S localised at one edge is defined with a quantum Hamiltonian

H on a N -site chain with OBC as

• [H,S]→ 0 as N →∞, with finite-size correction decaying exponentially.

• [S,D] 6= 0, where D is a discrete symmetry of Hamiltonian H, i.e. [H,D] = 0,

and Dn = 1, for certain positive integer n.

• Sm ∝ 1, for certain positive integer m.

Meanwhile, a weak edge mode W localised at one edge is defined similarly, except

for the first criterion, i.e.

• [H,W ] does not converge to 0 exponentially as the size N →∞.

• [W,D] 6= 0, where D is a discrete symmetry of Hamiltonian H, i.e. [H,D] = 0,

and Dn = 1, for certain positive integer n.

• Wm ∝ 1, for certain positive integer m.
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4.5 Edge modes in AKLT ground states

The difference between strong and weak edge modes is that the strong edge mode

commutes with the Hamiltonian (with exponentially small correction), and it guaran-

tees that the degeneracy of states not only works for ground states but even for all

excited states [49, 52, 53, 54], while the weak one only works within the ground state

manifold (i.e. only ground state degeneracy is presented). This property of strong edge

modes is referred as eigenstate phase transition [54]. For instance, assume a generic

eigenstate of Hamiltonian H with a strong edge mode S (not necessarily a ground

state), i.e. H |a1〉 = Ea |a1〉, we can obtain a set of eigenstates {|ai〉} defined as

|ai〉 = Si−1 |a1〉 , i ∈ Z+, i ≤ m, (4.28)

where the set of eigenstates {|ai〉} are degenerate and orthogonal to each other

H |ai〉 = HSi−1 |a1〉 = Si−1H |a1〉 = Ea |ai〉 ,

〈a1|ai〉 = 0,∀i ∈ Z+, i ≤ m.
(4.29)

If an edge mode is strong, one can in principle use the degeneracy of excited states to

encode quantum information as thermal states. (Note that the definition of strong/weak

edge modes does not require the states to have topologically non-trivial phase.) For

example, Kitaev chain in fermionic SPT phase has strong edge modes (hence also called

strong zero mode, due to the fact that edge mode operator commutes with Hamiltonian,

i.e. zero-energy excitation), as well as Ising chain with transverse field, i.e. dual to

Kitaev chain via Jordan-Wigner transformation [55].

In the case of the edge modes Ψ and Ψ′ we propose for AKLT ground states, they

anticommute with discrete symmetry operators of D2, Ψ2 = (Ψ′)2 = 1, but they do

not commute with the Hamiltonian, [H,Ψ] 6= 0, [H,Ψ′] 6= 0. Therefore, they are weak

edge modes from the definition above. It is natural to ask whether a ground state of

a 1D quantum Hamiltonian has strong edge mode(s). Unfortunately, we are not able

to answer this question within the scope of this thesis, but we summarise the previous

work on this topic:

• The models that have strong edge modes: Kitaev chain/Ising chain with trans-

verse field, Z3 parafermion chain [49, 52, 53], interacting Majorana chain/spin-1
2

XYZ chain [54].
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• Some models with strong edge modes can be mapped into dual models via a non-

local unitary transformation, which have different physical properties but with

the same energy spectra. The edge mode operators in each models remain local

after the non-local unitary transformation.

• We find out that the known models with strong edge modes are all exactly solv-

able (integrable). We only find weak edge modes in AKLT model that is not

exactly solvable, but it is possible to find a fixed-point model with the same SPT

phase that is exactly solvable and has strong edge modes (more details explained

later).

From the above summary, we conjecture that the existence of strong edge modes is

related to the exact solvability of a many-body Hamiltonian.

4.5.2 Fixed-point model of AKLT Hamiltonian

As we know from the previous sections, one can construct two weak edge mode oper-

ators localised at each edge. The global SO(3) symmetry fractionalises at the edges

into SU(2) symmetry locally at two edges, known as the “symmetry fractionalisation”

phenomenon. In fact, we could use real space renormalisation group transformation

method on the AKLT ground states [56], and eventually arrive at the fixed-point model

of AKLT Hamiltonian with 0 correlation length. The method mentioned is sketched in

Fig. 4.7. Firstly, we map two sites of the MPS of AKLT ground states into one site

with one physical index after coarse-graining. In general, the physical Hilbert space of

the new site would enlarge as Hilbert space of 1 ⊗ 1, but due to the fact that AKLT

Hamiltonian HAKLT ∝
∑

i,i+1 P
S=2
i,i+1, the Hilbert space of new site just change from

triplet into a singlet and a triplet (1
2 ⊗

1
2 = 0 ⊕ 1). In thermodynamic limit, we can

perform this transformation for infinity times, and the local physical Hilbert space is

always 4 dimensional after coarse graining. Eventually, the model’s correlation length

will reduce to 0 and we arrive at the ground states of fixed-point model, as shown in

Fig. 4.8, with the spin-1 projectors in AKLT ground states replaced by identity matri-

ces. Hence, the fixed-point model can be written in terms of spin-1
2 operators, due to

the enlargement of local Hilbert space into 4 dimensional.
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4.5 Edge modes in AKLT ground states

Figure 4.7: Real space renormalisation group transformation for MPS.

Figure 4.8: Ground states of the fixed-point model.

The Hamiltonian of the fixed-point model is spin-1
2 alternating Heisenberg model

HFP =
∑
i

σ2i · σ2i+1, (4.30)

which is exactly solvable (the excitations are the breaking of dimers). The fixed-point

model has the same ground state degeneracy and the same symmetries as AKLT model,

i.e. in the same SPT phase, albeit the global SO(3) symmetry now acts on two adjacent

spin-1
2s marked inside the dashed lines in Fig. 4.8.

The edge mode operators become

ΨL = σz1 ,ΨR = σzN ,

[HFP ,ΨL] = [HFP ,ΨR] = 0.
(4.31)
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4. AKLT MODEL

The new edge mode operators is strong in the fixed-point model, satisfying our conjec-

ture. The fixed-point model can be related to other models, e.g. XZX cluster model,

stack of 4 interacting Majorana chain, etc [57], helping to find more models with Hal-

dane phase.
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Chapter 5

Haldane chain

L’homme est né libre, et partout il

est dans les fers.

Jean-Jacques Rousseau

We focus on the physical properties of Haldane chain Hamiltonian in Chapter 2,

i.e.

Hspin = t
∑
i

(S+
i S
−
i+1 + h.c.) +

U

2

∑
i

(Szi )2 + V
∑
i

Szi S
z
i+1. (5.1)

Ground states of Haldane chain could have the same SPT phase as ground states of

AKLT model, and they can also be described faithfully via MPS, despite that the

matrices can only be obtained numerically. The symmetries that protect the SPT

phase (Haldane phase) are similar to the ones of AKLT model, and the quantum phase

transitions can be studied via bosonisation, revealing the physical properties of different

phase transitions. More interestingly, we study the phase transitions in the presence of

long-range interaction, observing the survival of the Haldane phase and phase transi-

tions with the presence of dipole-dipole interaction.

Historically speaking, Haldane phase is first studied by Duncan Haldane for spin-1

Heisenberg model in 1D, which has the same Haldane phase as Eq. 5.1. It is known that

there is gapless excitation in 1D spin-1
2 Heisenberg model that can be solved exactly

through Bethe ansatz. Haldane then showed that for integer spin, 1D Heisenberg model

is gapped using non-linear σ model, while for half integer spin, 1D Heisenberg model

is gapless guaranteed by Lieb-Schultz-Mattis theorem [17, 58, 59]. We use a modern
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5. HALDANE CHAIN

perspective to describe the gapped Haldane phase in terms of SPT phase, and study

the phase transitions in the long wavelength limit using bosonisation in this thesis.
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Figure 5.1: Entanglement spectrum of Haldane model in Haldane phase (U = 6, V = 4.5)

with site L = 16. Due to the finite size correction, there is a energy gap between S = 0

and S = 1. The degeneracy in the figure represents the degeneracy of |
∑
Sz| = 1.

5.1 Phases in Haldane chain ground states

We can easily spot two gapped phases from Haldane chain Hamiltonian Eq. 5.1

• U → ∞, V and t are finite. Heff = U
2

∑
i(S

z
i )2, and we will obtain a unique

ferromagnetic ground state |0000 · · · 0〉.

• V → ∞, U and t are finite. Heff = V
∑

i S
z
i S

z
i+1, i.e. antiferromagnetic Ising

chain. There are two degenerate antiferromagnetic ground states in OBC depend-

ing on the even or odd number of total sites with a bulk |· · ·+−+−+− · · ·〉.

What Haldane observed in [17, 58] is neither of the two distinct phase. The Haldane

phase appears when both U and V are large, as a result of the competition of two phases

mentioned.
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5.2 Phase transitions in Haldane chain Hamiltonian

Haldane chain Hamiltonian has 3 symmetries that can protect the Haldane phase:

D2 symmetry, time-reversal symmetry and bond-centered inversion symmetry, which

are proved in Chapter 3.

5.2 Phase transitions in Haldane chain Hamiltonian

Figure 5.2: Mapping from a spin-1 chain into an effective spin- 12 ladder.

We learn from the previous chapters that the physical system must have particle-

hole excitations to perform bosonisation. Hence, the spin-1 Haldane chain cannot be

bosonised directly. Due to the fact that spin-1
2s can be bosonised after Jordan-Wigner

transformation, we can map the spin-1 Haldane chain into an effective model consisting

of a spin-1
2 ladder [6], as shown in Fig. 5.2. The local Hilbert space has been enlarged

from 3 dimensional to 4 dimensional, but it does not affect the results because we

are concerning about physics in long wavelength limit, and it can be compared to the

previous work based on DMRG [5].

The physical spin operators are mapped as follows

Szi = σz1,i + σz2,i,

S+
i =

1√
2

(σ+
1,i + σ+

2,i),
(5.2)

where 1 and 2 represent the two spin-1
2 chains, and Sn and σn are spin-1 and spin-1

2

operators, respectively.

The Hamiltonian 5.1 (without the staggered transformation) can be rewritten with
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5. HALDANE CHAIN

spin-1
2 operators

H = − t
2

∑
i

[
(σ+

1,i + σ+
2,i)(σ

−
1,i+1 + σ−2,i+1) + h.c.

]
+
U

2

∑
i

(σz1,i + σz2,i)
2

+ V
∑
i

(σz1,i + σz2,i)(σ
z
1,i+1 + σz2,i+1),

= Ht +HU +HV .

(5.3)

Jordan-Wigner transformation for spin-1
2 operators is

σzα,j = c†α,jcα,j −
1

2
,

σ−α,j = eiπ
∑
k<j c

†
α,kcα,kcα,j .

(5.4)

We study the quantum phase transitions, i.e. phase transitions about the ground

states in the physical system, and we know from the analysis above and an analogue of

AKLT ground states that total magnetisation for the ground state is zero, i.e. half-filling

for the effective spinless fermionised ladder 〈c†α,jcα,j〉 = 1
2 . And in bosonic language,

lattice spacing is a → 0 in continuous limit and ρα,0 = 1
2a , kF = π

2a (cf. Eq. A.6 in

Appendix A). Thus, we can bosonise the Hamiltonian 5.3 in the following way:

cα,j = cα,j,L + cα,j,R ∼
1√
2a
eikF xjηei(φα(xj)+θα(xj)) +

1√
2a
e−ikF xj η̄ei(φα(xj)−θα(xj)),

:c†α,jcα,j : ∼ −
1

π
∂φα(xj) +

(−1)j

πa
sin (2φα(xj)),

(5.5)

where η and η̄ are Majorana operators (explained in Appendix A),

∑
k<j

:c†α,kcα,k:∼
∫
dx[− 1

π
∂φα(xj) + · · · ] ∼ − 1

π
φα(xj) +

1

π
φα(−∞), (5.6)

where we choose the boundary condition φα(−∞)→ 0 and use the fact that e
∑
k<j :c

†
α,kcα,k:

is Hermitian,

e
∑
k<j :c

†
α,kcα,k: ∼ 1

2
(eikF xje−iφα(xj) + e−ikF xjeiφα(xj)). (5.7)
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5.2 Phase transitions in Haldane chain Hamiltonian

With kF = π
2a ,

σ+
α,jσ

−
α,j+1 + h.c. = c†α,jcα,j+1 + h.c.

∼ −1

2πa
[ei(φα(xj)+θα(xj))e−i(φα(xj+a)+θα(xj+a))

+ e−i(φα(xj)−θα(xj))ei(φα(xj+a)−θα(xj+a)) + h.c.]

+
(−1)j

2πa
[ei(φα(xj)+θα(xj))ei(φα(xj+a)−θα(xj+a))

+ e−i(φα(xj)−θα(xj))e−i(φα(xj+a)+θα(xj+a)) + h.c.],

(5.8)

since we only care about the long wavelength limit (i.e. regime near ground state),

we can safely omit the oscillating terms, and

eiφα(x+a) ∼ eiφα(x)eia∂φα(x) ∼ eiφα(x)(1 + ia∂φα(x)− a2

2
(∂φα(x))2 + · · · ), (5.9)

σ+
α,jσ

−
α,j+1 + h.c. ∼ −1

2πa

[
2× a

2
((∂φα(xj))

2 + (∂θα(xj))
2) + 2× a

2
((∂φα(xj))

2 − (∂θα(xj))
2)
]

∼ − a

2π

[
(∂φα(xj))

2 + (∂θα(xj))
2
]
.

(5.10)

σ+
1,jσ

−
2,j+1 + σ+

2,jσ
−
1,j+1 + h.c. ∼ 1

2πa

[
ei(θ1(xj)−θ2(xj+a)) + ei(θ2(xj)−θ1(xj+a)) + h.c.

]
∼ 2

πa
cos (θ1(xj)− θ2(xj))

(5.11)

Defining φ± = φ1 ± φ2 and θ± = 1
2(θ1 ± θ2), we get the bosonised form for the first

term in Hamiltonian 5.2

Ht = − t
2

∑
j

(
σ+

1,jσ
−
1,j+1 + σ+

2,jσ
−
2,j+1 + h.c.

)
+
∑
j

(
σ+

1,jσ
−
2,j+1 + σ+

2,jσ
−
1,j+1 + h.c.

)
∼ t

2

∫
dx

a

2π

[
(∂φ+)2 + (∂φ−)2

]
+

2a

π

[
(∂θ+)2 + (∂θ−)2

]
− 2

πa
cos (2θ−).

(5.12)

The same bosonisation procedure is exploited for other terms in Hamiltonian,

σz1,jσ
z
2,j =:c†1,jc1,j ::c

†
2,jc2,j :

∼
[
− 1

π
∂φ1(xj) +

(−1)j

πa
sin (2φ1(xj))

] [
− 1

π
∂φ2(xj) +

(−1)j

πa
sin (2φ2(xj))

]
∼ 1

4π2

[
(∂φ+(xj))

2 − (∂φ−(xj))
2
]

+
1

2π2a2
[cos (2φ−(xj))− cos (2φ+(xj))] ,

(5.13)
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5. HALDANE CHAIN

the final result is given by omitting all the constant and oscillating terms, e.g. terms

with (−1)j .

HU =
U

2

∑
j

[
(σz1,j)

2 + 2(σz1,j)(σ
z
2,j) + (σz1,j)

2
]

=
U

2

∑
j

[
2(σz1,j)(σ

z
2,j) +

1

2

]
∼ Ua

2

∫
dx

1

2π2

[
(∂φ+(xj))

2 − (∂φ−(xj))
2
]

+
1

π2a2
[cos (2φ−(xj))− cos (2φ+(xj))] .

(5.14)

For the nearest-neighbour interaction term, we first look at the intrachain interac-

tion,

:c†α,jcα,j ::c
†
α,j+1cα,j+1:∼ [ψ†R(xj)ψR(xj)ψ

†
R(xj + a)ψR(xj + a)

+ ψ†R(xj)ψR(xj)ψ
†
L(xj + a)ψL(xj + a) + ψ†L(xj)ψL(xj)ψ

†
R(xj + a)ψR(xj + a)

+ ψ†L(xj)ψL(xj)ψ
†
L(xj + a)ψL(xj + a)]− [ψ†R(xj)ψL(xj)ψ

†
L(xj + a)ψR(xj + a)

+ ψ†L(xj)ψR(xj)ψ
†
R(xj + a)ψL(xj + a) + ψ†R(xj)ψL(xj)ψ

†
R(xj + a)ψL(xj + a)

+ ψ†L(xj)ψR(xj)ψ
†
L(xj + a)ψR(xj + a)]

∼ 1

π2
(∂φα(xj))

2 − 1

4π2a2
(ei(−2φα(xj)+2φα(xj)) + h.c.)

+
1

4π2a2
(ei(2φα(xj)+2φα(xj)) + h.c.)

∼ 1

π2
(∂φα(xj))

2 − 1

4π2a2
(e−i∂φα(xj) + h.c.) +

1

2π2a2
cos (4φα(xj))

∼ 2

π2
(∂φα(xj))

2 +
1

2π2a2
cos (4φα(xj)).

(5.15)

V
∑
α,j

σzα,jσ
z
α,j+1 =

U

2

∑
α,j

:c†α,jcα,j ::c
†
α,j+1cα,j+1:

∼ V a
∫
dx

2

π2

[
(∂φ1)2 + (∂φ2)2

]
+

1

2π2a2
[cos (4φ1) + cos (4φ2)]

∼ V a
∫
dx

1

π2

[
(∂φ+)2 + (∂φ−)2

]
+

1

π2a2
cos (2φ+) cos (2φ−).

(5.16)
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5.2 Phase transitions in Haldane chain Hamiltonian

Similar to Eq. 5.13, the intrachain interaction becomes

V
∑
j

σz1,jσ
z
2,j+1 + σz2,jσ

z
1,j+1 = V

∑
j

:c†1,jc1,j ::c
†
2j+1c2,j+1: + :c†2,jc2,j ::c

†
1,j+1c1,j+1:

∼ V a
∫
dx

1

2π2

[
(∂φ+)2 − (∂φ−)2

]
+

1

π2a2
[cos (2φ+)− cos (2φ−)] .

(5.17)

Combining all the interaction terms, we obtain

HV = V
∑
α,β,j

σzα,jσ
z
β,j+1

∼ V a
∫
dx

1

π2

[
3

2
(∂φ+)2 +

1

2
(∂φ−)2

]
+

1

π2a2
cos (2φ+) cos (2φ−)

+
1

π2a2
[cos (2φ+(xj))− cos (2φ−(xj))] .

(5.18)

We can combine all three terms in the Hamiltonian, and reorder them in terms of

+ and − sectors.

H = H+ +H− +H+−, (5.19)

H+ =

∫
dx

(
Ua

4π2
+

3V

2π2
+
ta

4π

)
(∂φ+)2 +

ta

π
(∂θ+)2 +

2V a− Ua
π2a2

cos (2φ+)

=
u+

2π

∫
dx

[
K+(∂θ+)2 +

1

K+
(∂φ+)2

]
+

∫
dx

g1

(πa)2
cos (2φ+),

(5.20)

H− =

∫
dx

(
− Ua

4π2
+

V

2π2
+
ta

4π

)
(∂φ−)2 +

ta

π
(∂θ−)2 +

Ua− 2V a

π2a2
cos (2φ−)− t

πa
cos (2θ−)

=
u−
2π

∫
dx

[
K−(∂θ−)2 +

1

K−
(∂φ−)2

]
+

∫
dx

[
g2

(πa)2
cos (2φ−) +

g3

(πa)2
cos (2θ−)

]
,

(5.21)

H+− =

∫
dx

V a

2π2
cos (2φ+) cos (2φ−) =

∫
dx

g4

(πa)2
cos (2φ+) cos (2φ−). (5.22)

We can obtain the renormalised velocity, Luttinger coefficients and coupling coeffi-

cients from Eq. 5.20, 5.21, 5.22,

u+ = ta

√
1 +

U + 6V

πt
,K+ =

2√
1 + U+6V

πt

, g1 =
(2V − U)a

2
= −g2,

u− = ta

√
1 +

2V − U
πt

,K− =
2√

1 + 2V−U
πt

, g3 = −πta, g4 = V a.

(5.23)

51



5. HALDANE CHAIN

Since we have obtained the bosonised Hamiltonian 5.19, we can study the phase

transition via analysing the relevance of sine-Gordon Hamiltonian in the renormalisa-

tion group flow. For example, we study the relevance of the g1 term in Eq. 5.20. The

correlation function (Eq. A.8 in Appendix A) can be written as

〈cos (2φ(r1)) cos (2φ(r2))〉 ∝ 〈e2iφ+(r1)e−2iφ+(r2)〉

∝ e−2K+F1(r1−r2) ∼ (r1 − r2)−2K+ ,
(5.24)

then we can obtain the growth of g1 term in the Hamiltonian 5.20 in the long wavelength

limit
g1

(πa)2

∫
dxdτ cos (2φ+) ∼ g1

(πa)2
l2−K+ , (5.25)

where l = |r1 − r2|. Thus, if K+ > 2, the cosine term vanishes to 0 as l→∞ (i.e. long

wavelength limit), which means the g1 term is irrelevant and the Hamiltonian can be

treated as a Luttinger liquid (i.e. gapless). If K+ < 2, the g1 term goes to infinity as

L → ∞, which means the g1 term is relevant at long wavelength limit, resulting in a

gapped phase.

Similar argument can be used for Eq. 5.21. It is easy to verify that g2 term is

relevant when K− < 2, and g3 term is relevant when K− >
1
2 .

The first observation would be g1 term is always relevant, since

K+ =
2√

1 + U+6V
πt

< 2, ∀t, U, V > 0. (5.26)

But if g1 changes sign, φ+ will localise at different values, leading to a phase tran-

sition. g1 < 0, i.e. U > 2V , corresponds to the unique ferromagnetic ground state

|000 · · ·〉. Moreover, the system is always gapped, because with K− < 2, g2 term is

always relevant too. For the case of g1 > 0, the system can be in the Haldane phase

or the antiferromagnetic phase, depending on H− sector. Still we can identify U = 2V

as the phase transition line between ferromagnetic and Haldane phase. Note that the

phase transition line obtained by bosonisation is not exactly the same as the one from

numerical simulation or experiments, because we omit the higher order terms, which

in general could change the position where phase transition happens.

For the transition between Haldane and antiferromagnetic phases, we have g1 > 0,

which determines the sign of g2. In both of the phases, we have g2 < 0, g3 < 0. The two

phases are distinguished by g2 or g3 term is more relevant than the other. In Haldane
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5.2 Phase transitions in Haldane chain Hamiltonian

phase, g2 term is more relevant, while g3 term is more relevant in antiferromagnetic

phase. Thus the phase transition occurs at K− = 1:

• K− < 1, g2 term is more relevant than g3 term. The system is in Haldane phase.

• K− > 1, g3 term is more relevant than g2 term. The system is in antiferromagnetic

phase.

More remarkably, the phase transition that occurs at K− = 1 has Ising universality

class. This can be seen by the equivalence between H− at K− = 1, g2 = g3 and massless

Majorana fermion field theory at critical point between topologically non-trivial phase

and trivial phase.

These two phase transitions can be understood using CFT [25, 57]. The phase

transition between ferromagnetic and Haldane phases happens when g1 = 0, resulting

in a gapless Luttinger liquid

H+ =
u+

2π

∫
dx

[
K+(∂θ+)2 +

1

K+
(∂φ+)2

]
. (5.27)

Hence the phase transition between ferromagnetic and Haldane phases can be described

asymptotically as a bosonic CFT with central charge c = 1 (equivalent to a free Lut-

tinger liquid).

As for the phase transition between Haldane and antiferromagnetic phases, we first

generalise this phase transition as a transition between Haldane phase and a Z2 symme-

try breaking phase. Since cluster model (H =
∑

n σ
x
nσ

z
nσ

x
n+1) is in Haldane phase [57],

the phase transition is equivalent to the one between cluster model and Ising chain with

transverse magnetic field. If we operate Jordan-Wigner transformation to both cluster

model and Ising chain with transverse magnetic field, we will end up with 2-chain (i.e.

2 decoupled Kitaev chain stacking together) and Kitaev chain. The phase transition

between 2-chain and Kitaev chain has been studied, and it can be described as an Ising

CFT with central charge c = 1
2 [57], consistent with the prediction of Ising universality

class from bosonisation mentioned above.

We can also discuss the consequence of having coupled term H+− (g4 term). When

the system is in the ferromagnetic or antiferromagnetic phase, g3 term is more relevant

than g2 term, and g4 term can be ignored in the analysis. While in Haldane phase, g2

term is more relevant than g3 term, with g2 < 0. Therefore, cos (2φ−) localises at 1, g4
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5. HALDANE CHAIN

term becomes H+− =
∫
dx g4

π2a2
cos (2φ+). In this situation, both g1 and g4 are larger

than 0, leading to the same value (-1) where cos (2φ+) localises, which does not lead to

any inconsistency. Therefore, g4 term does not affect the phases mentioned above.

5.3 The impact of long-range interaction
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Figure 5.3: Entanglement spectrum of Haldane model with next-nearest-neighbour inter-

action with site L = 16. The system is in Haldane phase without next-nearest-neighbour

interaction (Fig. 5.1), and apparently, Haldane phase survives with presence of next-

nearest-neighbour interaction.

Using bosonisation, we can study the phase transition for the system with long-range

interaction in asymptotically long wavelength limit. The Hamiltonian now is included

with the long-range interaction term:

H = t
∑
i

(S+
i S
−
i+1 + h.c.) +

U

2

∑
i

(Szi )2 +
∑
i,r>0

V

r3
Szi S

z
i+r. (5.28)

Here we include the entire dipole-dipole interaction in the Hamiltonian. This is moti-

vated from the ultracold atom experiments, whose interaction usually does not confine

to the nearest neighbour or next nearest neighbour. Especially in some state-of-the-art
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5.3 The impact of long-range interaction

experiments [3], long-range dipole-dipole interaction is present, which could in principle

differ from the phases and phase transitions with only nearest-neighbour interaction.

The bosonised interaction term becomes

V

r3
SzjS

z
j+r =

V

r3
(σz1,j + σz2,j)(σ

z
1,j+r + σz2,j+r)

=
V

r3

[∑
α

(
σzα,jσ

z
α,j+r

)
+ σz1,jσ

z
2,j+r + σz2,jσ

z
1,j+r

]
.

(5.29)

V

r3

[∑
α

(σzα,jσ
z
α,j+r)

]
∼ V

r3
[
∑
α

1

π2
(∂φα(xj)) +

(−1)r

4π2a2
(e2ira∂φα(xj) + h.c.)

+
(−1)r−1

4π2a2
(e4iφα(xj) + h.c.)]

∼ V

2π2r3
[(∂φ+(xj))

2 + (∂φ−(xj))
2] +

V (−1)r−1

π2r
[(∂φ+(xj))

2

+ (∂φ−(xj))
2] +

V (−1)r−1

π2a2r3
cos (2φ+(xj)) cos (2φ−(xj)).

(5.30)

V

r3

(
σz1,jσ

z
2,j+r + σz2,jσ

z
1,j+r

)
∼ 2

π2a2
(∂φ1(xj))(∂φ2(xj))

+
(−1)r−1

π2a2
[cos (2φ+(xj))− cos (2φ−(xj))]

(5.31)

H̃V =

∞∑
r=1

V

r3

∑
j

Szi S
z
i+r

∼
∞∑
r=1

1

r3

V a

2π2
[(∂φ+(xj))

2 + (∂φ−(xj))
2] +

∞∑
r=1

(−1)r−1

r

V a

2π2
[(∂φ+(xj))

2 + (∂φ−(xj))
2]

+
∞∑
r=1

1

r3

V a

2π2
[(∂φ+(xj))

2 − (∂φ−(xj))
2] +

∞∑
r=1

(−1)r−1

r3

1

π2a2
[cos (2φ+)− cos (2φ−)]

∼ V a

2π2

∫
dx(2ζ(3) + log 2)(∂φ+)2 + (log 2)(∂φ−)2

+
V

π2a

3

4
ζ(3) [cos (2φ+) cos (2φ−) + cos (2φ+)− cos (2φ−)] ,

(5.32)

where Riemann zeta function ζ(n) =
∑∞

a=1
1
an ,

∑∞
a=1

(−1)a−1

a = log 2,
∑∞

a=1
(−1)a−1

a3
=

3
4ζ(3).
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5. HALDANE CHAIN

We can obtain the Hamiltonian in the + and − sectors with the presence of long-

range dipole-dipole interaction:

H = H̃+ + H̃− + H̃+−, (5.33)

H̃+ =
ũ+

2π

∫
dx

[
K̃+(∂θ+)2 +

1

K̃+

(∂φ+)2

]
+

∫
dx

g̃1

(πa)2
cos (2φ+),

H̃− =
ũ−
2π

∫
dx

[
K̃−(∂θ−)2 +

1

K̃−
(∂φ−)2

]
+

∫
dx

g̃2

(πa)2
cos (2φ−)

g̃3

(πa)2
cos (2θ−),

H̃+− =
g̃4

(πa)2
cos (2φ−) cos (2θ−).

(5.34)

ũ+ = ta

√
1 +

U + 2AV

πt
, K̃+ =

2√
1 + U+2AV

πt

, g̃1 =
2CV − U

2
= −g̃2,

ũ− = ta

√
1 +

2BV − U
πt

, K̃− =
2√

1 + 2BV−U
πt

, g̃3 = g3 = −tπa, g̃4 = CV a,

(5.35)

where A = ζ(3) + log 2, B = log 2, C = 3
4ζ(3).

There exists a difference from the bosonisation calculation with or without long-

range interaction, which is the existence of terms like V
n3∂φα(x)∂φα(x + na). For the

case without long-range interaction, we can safely Taylor expand the term and omit

the higher order derivatives, because they are less relevant. When n → ∞ (within

thermodynamic limit), ∂φ(x) is continuous and 1
n3 → 0, we can write the term as

V
n3∂φα(x)∂φα(x), which does not change the result within renormalisation group theory.

The analysis for phase transitions is the same as before, but with new Luttinger

and coupling coefficients. Phase transition between ferromagnetic and Haldane phases

occurs when g̃1 = 0, i.e. U = 2CV . In addition, phase transition between Haldane

and antiferromagnetic phases occurs when K̃− = 1, which infers the existence of Ising

universality class with or without long-range interaction.

Another intriguing question is under what condition our bosonisation approach is

not valid due to the long-range interaction. As we can see, when the exponent of
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5.3 The impact of long-range interaction

long-range interaction ( Vrγ ) γ < 2,

∞∑
r=1

(−1)r−1

rγ
→∞, (5.36)

coefficients A and B in Eq. 5.35 diverge, implying that bosonisation is no longer

applicable (in fact, γ = 2 will lead to inconsistency in the summation as well). The

assumption of bosonisation that there are low-energy sound modes is not true anymore.

Thus, our analytic approach cannot determine whether the Haldane phase could survive

with the presence of a long-range interaction of exponent γ ≤ 2.

This conclusion is equivalent to the fact that a physical system with a long-range

dipole-dipole interaction (γ = 3) has the same phases as a physical system with interac-

tion cutoffs (e.g. system with nearest-neighbour interaction or next-nearest-neighbour

interaction). Moreover, there have been other studies about the impact of long-range

interaction in low-dimensional systems [60, 61, 62, 63], and the result that long-range

dipole-dipole interaction will not jeopardise the Haldane phase have been obtained via

different methods, consistent with our result.
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Chapter 6

Extended Bose Hubbard model

All in all, it’s just another brick in

the wall.

Pink Floyd

In previous chapters, we analyse two spin-1 models that have Haldane phase, i.e.

AKLT model, and Haldane chain model. The virtue of studying the models is that the

models have many symmetries that protect Haldane phase (SPT phase), and analytical

methods are used to study the edge modes in AKLT model and long range interaction’s

impact on Haldane chain. As observed in Chapter 2, 1D extended Bose Hubbard

model (EBHM) can be derived directly from dipolar atoms in 1D optical lattice, having

closer relation to the state-of-the-art experiment setups. We analyse many properties

of EBHM by comparing to the known results for AKLT and Haldane chain models in

this chapter.

6.1 SPT phase in EBHM

Since we have examined the symmetries that protect SPT phases in spin-1 language.

We can map the EBHM Hamiltonian (Eq. 6.1) into the spin-1 counterpart (Eq. 6.2).

H = −t
∑
i

(a†iai+1 + h.c.) +
U

2

∑
i

ni(ni − 1) + V
∑
i

nini+1. (6.1)

Hspin = −t
∑
i

(S+
i S
−
i+1 + h.c.) +

U

2

∑
i

(Szi )2 + V
∑
i

Szi S
z
i+1 + ∆H, (6.2)
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6. EXTENDED BOSE HUBBARD MODEL

∆H = −tξ
∑
i

[Szi S
+
i+1S

−
i+1 + S−i S

z
i S

+
i+1 + S−i S

z
i+1S

+
i+1+

S+
i S
−
i+1S

z
i+1 + ξ(Szi S

+
i S
−
i+1S

z
i+1 + S+

i S
z
i S

z
i+1S

−
i+1)],

(6.3)

The mapped spin-1 Hamiltonian without ∆H term is identical to spin-1 Haldane

chain Hamiltonian (Eq. 5.1). But ∆H term breaks many symmetries that Haldane

chain model have and protect Haldane phase.

• Time reversal symmetry: T =
∏
j e

iπSyjK, which changes the spin operators

as Sx,y,z → −Sx,y,z. Hence, T∆HT 6= ∆H, THspinT 6= Hspin, time reversal

symmetry is explicitly broken in Hamiltonian 6.2.

• D2 symmetry: Rx =
∏
j e

iπSxj , Rz =
∏
j e

iπSzj , which changes the spin operators

as Sx,z → −Sx,z. Hence, Rx∆HRx 6= ∆H, Rz∆HRz 6= ∆H, RxHspinRx 6= Hspin,

RzHspinRz 6= Hspin, D2 symmetry is explicitly broken in Hamiltonian 6.2.

• Inversion symmetry: (bond-centered) inversion symmetry cannot be written into

local terms, but it is obvious to find out that the bosonic Hamiltonian 6.1 preserve

inversion symmetry. Since the inversion symmetry is the same both in bosonic

or spin language, Hspin preserve the inversion symmetry.

Beware that the time reversal symmetry in spin language is not the same as the

time reversal symmetry in bosonic language, which EBHM has but does not protect

the Haldane phase. Summarising, the Haldane phase in EBHM can only be protected

by bond-centered inversion symmetry.

From Fig. 6.1, we can clearly verify that bond-centered inversion symmetry pro-

tects the degeneracy in Haldane phase. Moreover, compared to AKLT or Haldane chain

models, Haldane phase in EBHM is only protected by bond-centered inversion symme-

try, which relies on the geometry of the chain (e.g. even or odd sites of the chain),

which is much more fragile.

6.1.1 Absence of edge mode in EBHM

A big difference between 1D EBHM and its spin-1 counterparts (AKLT and Haldane

chain models) is the absence of edge mode in EBHM. If there exists any edge mode

acting on one edge in EBHM Ψ, and the edge mode Ψ can change one ground state
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(a) Entanglement spectrum of 1D EBHM in Haldane phase (U = 6,

V = 4.5) of size L = 16 with subsystem cut at site 8. The system has

bond-centered inversion symmetry.

0 5 10 15 20

10-10

10-9

10-8

10-7

10-6

10-5

10-4

10-3

10-2

10-1

100

E
n
ta

n
g
le

m
e
n
t 

S
p
e
ct

ru
m

site 8

(b) Entanglement spectrum of 1D EBHM in Haldane phase (U = 6,

V = 4.5) of size L = 16 with subsystem cut at site 8. The system has

inversion symmetry but not bond-centered.

Figure 6.1: Entanglement spectra of 1D EBHM with bond-centered inversion symmetry

preserved or broken.
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6. EXTENDED BOSE HUBBARD MODEL

to another, i.e. Ψ |GS1〉 = |GS2〉. Therefore, the two ground states break the bond-

centered inversion symmetry that is essential to protect the SPT phase in EBHM,

contradicting from the fact that ground state degeneracy arises from bond-centered

inversion symmetry of the ground states. Thus edge modes are absent in EBHM.

Since we construct explicitly the edge mode for spin-1 Haldane phase, the ground

states of AKLT or Haldane chain models break the (bond-centered) inversion symmetry.

But because there are more symmetries that can protect Haldane phase, the ground

state degeneracy will survive despite of the inversion symmetry breaking. It is also

easy to see that for any global symmetry that can be written in local terms, e.g. time

reversal symmetry, SO(3) symmetry, etc, it is compatible with the edge modes, cf. Fig.

3.6.

6.2 Phase diagram of EBHM

The phase diagram of EBHM is richer than the one of Haldane chain model, because

the later model is an approximation only when U is large, i.e. a truncation of Hilbert

space is reasonable. Firstly, we assume that the truncation of Hilbert space is a good

approximation, then we could identify 3 phases, similar to the case of Haldane chain:

• U → ∞, V and t are finite. Heff = U
2

∑
j(nj)

2, and at average filling n̄ = 1,

we obtain a Mott insulating phase, which is the ferromagnetic phase with unique

ground state in Haldane chain.

• V → ∞, U and t are finite. Heff = V
∑

j njnj+1, and at average filling n̄ = 1,

we obtain a density wave (DW) phase, which is the antiferromagnetic phase in

Haldane chain.

• There also exists a Haldane phase in between Mott and DW phases, analogous

to the Haldane phase in Haldane chain model.

The Haldane phase cannot be characterised via local order parameter, but a non-local

string order parameter does not vanish to 0,

O(|j − k|) = δnj exp (iπ
∑

j<m<k

δnm)δnk, δnj = nj − n̄. (6.4)
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6.3 Connection to ultracold atom experiments

The order parameter is the same as the string order parameter for Haldane phase

in spin-1 language after Holstein-Primarkoff transformation, indicating the same SPT

phase in EBHM.

Another phase can be easily spotted, i.e. superfluid phase when t → ∞. A sketch

of the phase diagram is shown in Fig. 6.2.

Figure 6.2: A sketch of EBHM’s phase diagram. The figure is taken from [6] with

permission.

There is one more phase that cannot be captured by the analysis based on the

truncation of Hilbert space, i.e. supersolid phase when t and V are large and U is rela-

tively small. This can be understood naively by considering large V should induce local

checkerboard structure while large t brings superfluidity in the system, and supersolid

phase can be seen as a combination of superfluidity and locally ordered phase. More

detailed analysis is in [64], and we focus on the 3 gapped phases (Mott, Haldane and

DW phases) within this thesis.

6.3 Connection to ultracold atom experiments

It is significant that the Haldane phase can be observed in ultracold atom experiments,

which could allow us to verify the theories on 1D SPT phases. According to the

prediction in Chapter 5 that the presence of long-range dipole-dipole interaction (∝ 1
r3

)
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6. EXTENDED BOSE HUBBARD MODEL

does not destroy the Haldane phase, we expect that the Haldane phase in 1D EBHM

will also survive in an experiment with long-range dipole-dipole interaction.

With the new development of quantum gas microscopy [65, 66], which can visualise

single atom in optical lattices, one can observe different phases of 1D EBHM.

(a) Mott insulating phase of EBHM. The dashed line illustrates the

possible low-energy excitations in ultracold atom experiments.

(b) Density wave phase of EBHM. The dashed line illustrates the pos-

sible low-energy excitations in ultracold atom experiments.

(c) Haldane phase of EBHM. The absence of local order can be seen in

this figure.

Figure 6.3: An illustration of different phases of EBHM in quantum gas microscopy

experiment.

It is worth mentioning that it is possible to measure the string order parameter 6.4

from a state-of-the-art experiment [67], which makes it possible to identify the Haldane

phase in an experiment with dipolar atoms trapped in 1D optical lattice, leading to

the possible confirmation of our bosonisation prediction that long-range dipole-dipole

interaction will not jeopardise the Haldane phase.
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Chapter 7

Conclusions

7.1 Overview

In this thesis we presented a comprehensive analysis of SPT phases in 1D systems,

with emphases on edge modes and systems with long-range interaction. Firstly, we

derived the theoretical models from a realistic experimental setup, tracing back the

motivations to study EBHM and its spin-1 counterparts, i.e. Haldane chain and AKLT

models. The analytic and numerical methods that have been used extensively later are

introduced too, leading to a thorough understanding of the mechanism of symmetry

protected nature of SPT phase and phenomena such as symmetry fractionalisation.

Secondly, we concentrated on a spin-1 toy model, i.e. AKLT model, which has

the advantage of using analytic approaches. The ground states of AKLT model are

constructed exactly via MPS description, and we constructed a parent Hamiltonian

through the properties of the ground states. This method not only can be used for this

specific case, but also for other strongly correlated systems. The gapped and symmetry

protected properties of ground states can be easily observed in this model, and from

those properties we constructed the edge mode operators. We also summarised the

previous work on edge modes in 1D systems, motivating future research in this direction.

Another interesting result would be exploiting real space renormalisation group method

to AKLT model, which can be demonstrated explicitly, leading to a fixed-point model

with strong edge modes.

Thirdly, we studied the celebrated spin-1 Haldane chain model, moving closer to

possible ultracold atom experiment setups. Three gapped phases are identified, and
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a natural question is solved in the context: how the phase transitions between these

phases behave. Instead of provoking the extensive numerical simulation on this, we used

bosonisation to analyse the asymptotically long wavelength limit of the Haldane chain

ground states. Our result reveals the phase transitions’ universality class and possible

CFT descriptions. In addition, we added the long-range interaction to the system, and

obtained the result that long-range dipole-dipole interaction will not jeopardise the

Haldane phase, while bosonisation cannot deal with longer-range interaction.

Eventually, we moved on to 1D EBHM, which could be realised in state-of-the-art

experiments. We found out that 1D EBHM can have more phases compared to Haldane

chain, due to the fact that it can be mapped into spin-1 models under the assumption

of the truncation of local Hilbert space. We focused on the regime when this assump-

tion works, finding the correspondence between the phases in EBHM and the ones in

Haldane chain. A possible confirmation for the Haldane phase via dipolar bosonic gases

in 1D optical lattices are proposed using quantum gas microscopy methods.

7.2 Overlook

Despite that the classification of 1D SPT phases has been thoroughly studied, there

are still many aspects that we do not understand well. For instance, the research about

edge modes in 1D systems is not well understood, especially under what condition

there could exist strong edge modes, leading to some useful applications for quantum

computation in finite temperature. From our example of AKLT model, a more general

and complete understanding is expected, possibly by analysing the properties of the

exactly solvable models that have strong edge modes. It is also important to expect an

experimental realisation of such systems, leading to the construction of more practical

models for ultracold atom experiments.

There is another significant area of research that needs to be understood, i.e. the

phase transitions between SPT phases (and trivial phases). It is not obvious to con-

nect our knowledge on symmetry breaking phase transitions with the phase transitions

between SPT phases. As we have demonstrated in this thesis, an Ising universality

class/Ising CFT is expected between the Haldane phase and DW phase in 1D EBHM.

Since it is possible to perform experiments with dipolar bosonic gases in optical lattices,

one can also think of possible experimental methods to confirm the critical theories.
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7.2 Overlook

Moreover, there are more complicated cases if we consider anyonic systems, which

broadens our understanding on quantum phase transitions in general.

As we can see, it is natural to have long-range interactions in ultracold atom ex-

periments, while it is more difficult to obtain the theoretical results on systems with

long-range interaction. It has been an interest for physicists to consider the effect of

long-range interaction in many different systems, and now there is one open question,

i.e. how long-range interaction renders systems with topological or SPT phases. We

studied a specific phase (Haldane phase) with the presence of long-range interaction,

and more general arguments about systems in higher dimensions are still yet to come.
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Appendix A

Bosonisation dictionary

Here is a summary of important bosonisation formulae without proof. More detailed

proofs about correlation functions can be found in [20, 23].

Fermionic field operator ψ and density operator ρ are given as

ψ(x) = ψR(x) + ψL(x),

ρ(x) = ψ†(x)ψ(x) = ρR(x) + ρL(x) + (ψ†R(x)ψL(x) + h.c.).
(A.1)

In terms of bosonic field, the left/right moving fermionic field operators become

ψr(x) = Fr lim
α→0

1√
2πα

eir(kF−π/L)xe−i(rφ(x)−θ(x)), (A.2)

where Fr is the Klein factor, preserving the anticommutations between fermionic fields.

In order to calculate of the correlation function, Klein factors can be treated as Majo-

rana operators (i.e. real but anticommute with each other). For the bosonic fields φ(x)

and θ(x), they are defined as

φ(x) = −(NR +NL)
πx

L
− iπ

L

∑
p 6=0

1

p
e−α|p|/2−ipx[ρ†R(p) + ρ†L(p)],

θ(x) = (NR −NL)
πx

L
+
iπ

L

∑
p 6=0

1

p
e−α|p|/2−ipx[ρ†R(p)− ρ†L(p)],

(A.3)

with commutation relation

[φ(x),
1

π
∇θ(x′)] = iδ(x′ − x). (A.4)

And the Hamiltonian becomes

H =
u

2π

[
K(∇θ(x))2 +

1

K
(∇φ(x))2

]
, (A.5)
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with renormalised Fermi velocity u, and Luttinger coefficient K related to the interac-

tion.

Taking into account all the high harmonics in a general model, the field operators

for hard-core boson ψB and fermion ψF and the density operator are

ψ†B(x) =

√
ρ0 −

1

π
∇φ(x)

∑
q

ei2q(πρ0x−φ(x))e−iθ(x),

ψ†F (x) = F †r

√
ρ0 −

1

π
∇φ(x)

∑
q

ei(2q+1)(πρ0x−φ(x))e−iθ(x),

ρ(x) = ρ0 −
1

π
∇φ(x) + ρ0

∑
q 6=0

ei2q(πρ0x−φ(x)),

(A.6)

with q ∈ Z, ρ0 being the average density.

One can also obtain the correlation functions with Hamiltonian A.5

I = 〈
∏
j

ei(Ajφ(rj)+Bjθ(rj))〉 , (A.7)

where rj = (xj , τj), A and B are coefficients that satisfy
∑

j Aj =
∑

j Bj = 0 to get

non-vanishing correlation function I.

I = exp

−1

2

∑
j<k

(−AjAkK −
BjBk
K

)F1(rj − rk) + (AjBk +BjAk)F2(ri − rj)

,
(A.8)

with momentum cutoff e−a|p|, a→ 0 and T = 0,

F1(r) =
1

2
log

[
x2 + (u|τ |+ a)2

a2

]
,

F2(r) = −iArg[ya + ix], ya = uτ + aSgn(τ).

(A.9)
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